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ABSTRACT

Land–atmosphere coupling can strongly affect climate and climate extremes. Estimates of land–

atmosphere coupling vary considerably between climate models, between different measures used to

define coupling, and between the present and the future. The Australian Community Climate and Earth-

System Simulator, version 1.3b (ACCESS1.3b), is used to derive and examine previously used measures

of coupling strength. These include the GLACE-1 coupling measure derived on seasonal time scales;

a similar measure defined using multiyear simulations; and four other measures of different complexity

and data requirements, including measures that can be derived from standard model runs and observa-

tions. The ACCESS1.3b land–atmosphere coupling strength is comparable to other climate models. The

coupling strength in the Southern Hemisphere summer is larger compared to the Northern Hemisphere

summer and is dominated by a strong signal in the tropics and subtropics. The land–atmosphere coupling

measures agree on the location of very strong land–atmosphere coupling but show differences in the

spatial extent of these regions. However, the investigated measures show disagreement in weaker coupled

regions, and some regions are only identified by a single measure as strongly coupled. In future projec-

tions the soil moisture trend is crucial in generating regions of strong land–atmosphere coupling, and the

results suggest an expansion of coupling ‘‘hot spots.’’ It is concluded that great care needs to be taken in

using different measures of coupling strength and shown that several measures that can be easily derived

lead to inconsistent conclusions with more computationally expensive measures designed to measure

coupling strength.

1. Introduction

The land surface and the atmosphere are linked by the

exchange of water, energy, and trace gases (Seneviratne

et al. 2010). Depending on the region and the climate,

the land surface can amplify or dampen the fluxes and

feedbacks associated with interactions between the land

and the atmosphere. Air temperature, boundary layer

stability, and in some cases precipitation are influenced

by land–atmosphere interactions (e.g., Betts et al. 1996;

Findell and Eltahir 2003; Seneviratne et al. 2010). For

example, heat waves are influenced by soil moisture

(SM) where dry conditions lead to an amplification of

hot temperature anomalies (Fischer et al. 2007; Koster

et al. 2009a; Hirschi et al. 2011; Mueller and Seneviratne

2012; Miralles et al. 2014). Since the land surface has a

longer memory component than the atmosphere, land–

atmosphere interactions also play a role in subseasonal

forecasting, although any skill associated with land–

atmosphere interactions is generally larger for temper-

ature than precipitation (van den Hurk et al. 2012;

Koster et al. 2011; Hirsch et al. 2014a). In Europe, the

effect from soil moisture on air temperature is asymmet-

ric. The influence associated with dry conditions leading

to hotter temperatures is larger than the dampening of
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temperatures in wet conditions (Jaeger and Seneviratne

2011; Lorenz et al. 2012; Quesada et al. 2012). For

Australia, it was shown that the influence of soil mois-

ture on temperature is stronger for maximum compared

to minimum temperatures (Hirsch et al. 2014b). Other

studies suggest that feedbacks between the land surface

and climate are a significant part of simulated changes

in future climate projections (Seneviratne et al. 2006,

2013; Diffenbaugh and Ashfaq 2010; Boberg and

Christensen 2012).

The terms ‘‘land–atmosphere interactions,’’ ‘‘feed-

back,’’ and ‘‘coupling’’ are often used interchangeably.

We use these terms consistent with the definitions pro-

vided by Seneviratne et al. (2010). Coupling means the

degree to which one variable controls another. For ex-

ample, soil moisture–temperature coupling describes

the degree to which soil moisture controls near-surface

air temperature. As an extension, coupling can more

generally refer to processes in one sphere (e.g., the land)

influencing processes in another sphere (e.g., the atmo-

sphere). A two-way coupling is a feedback, and in-

teractions are more generally used without indicating

direction. Hence, land–atmosphere coupling measures

how strongly atmospheric processes are influenced by

the anomalies in the land surface state, for example soil

moisture. Land–atmosphere coupling is difficult to

quantify (Koster et al. 2004, 2006; Wang et al. 2007;

Orlowsky and Seneviratne 2010), and there are several

ways to calculate a coupling measure. Most commonly,

land–atmosphere coupling refers to a measure de-

termined using climate model experiments where the

land can be artificially decoupled from the atmosphere

(Koster et al. 2002, 2006; Seneviratne et al. 2010). This is

achieved by prescribing one or several land surface state

variables, most commonly soil moisture, that remove

one part of the land–atmosphere feedback. The coupling

strength then compares the variance in the uncoupled

and coupled model runs (see section 2d). By calculating

the difference between coupled and uncoupled model

experiments, the influence of the prescribed variable on

land–atmosphere coupling can be quantified (Delworth

and Manabe 1988; Koster et al. 2006; Seneviratne et al.

2006; Jaeger and Seneviratne 2011; Lorenz et al. 2012).

Koster et al. (2004, 2006) presented the first model

intercomparison study focused on land–atmosphere

coupling: the Global Land–Atmosphere Coupling Ex-

periment (GLACE-1), where the coupling strength was

quantified for a single boreal summer and global ‘‘hot

spots’’ were identified. Wang et al. (2007) proposed an

additional soil moisture–precipitation coupling measure

and found a strong dependence of the GLACE-1 index

on atmospheric internal variability to be a potential

cause for the differences between the two indices. Guo

and Dirmeyer (2013) extended the GLACE-1 frame-

work to a multiyear experiment and found significant

interannual variability (IAV) in land–atmosphere cou-

pling strength for the boreal summer. Hirsch et al.

(2014b) presented an estimate for land–atmosphere

coupling strength in the austral summer. They showed

an impact of soil moisture on maximum and mean

temperature of the same order of magnitude as found in

the Northern Hemisphere for boreal summer. Seneviratne

et al. (2006) investigated land–climate coupling in

climate change conditions, using a very similar mea-

sure to GLACE-1 to estimate coupling strength but

focusing on temperature in Europe on interannual

timescales.

Some land–atmosphere coupling measures do not

require specialized simulations. Seneviratne et al. (2006)

estimated soil moisture–temperature coupling using the

correlation between evapotranspiration and tempera-

ture, which are available from typical multiyear climate

model simulations. Miralles et al. (2012) proposed a soil

moisture–temperature coupling measure P as the dif-

ference in the correlation coefficients between temper-

ature and energy based on observational data (see

section 2d). This kind of correlation cannot demonstrate

links of causality (Orlowsky and Seneviratne 2010;

Seneviratne et al. 2010; Miralles et al. 2012), and there-

fore, according to our definition of land–atmosphere

coupling, it can only indicate land–atmosphere inter-

actions. Dirmeyer (2011) and Dirmeyer et al. (2014)

split land–atmosphere coupling into two pathways:

a terrestrial segment linking the state of the land to the

surface fluxes and an atmospheric segment linking the

surface fluxes to the state of the atmosphere. The first leg

indicates the potential of the land surface to influence

the atmosphere, so it is a necessary but not sufficient

condition (Dirmeyer 2011). The second leg then adds

the influence from the surface fluxes on the atmospheric

state to the full land–atmosphere feedback. The last

measure we examined, a quantile regression analysis,

relates the number of hot days to the previous month’s

standard precipitation index (SPI), which is a proxy for

soil moisture anomalies (Hirschi et al. 2011; Mueller and

Seneviratne 2012). This estimates the influence of dry

land surface conditions on temperature extremes and

can be derived from temperature and precipitation

observations.

We use the Australian Community Climate and Earth-

System Simulator, version 1.3b (ACCESS1.3b), to con-

duct a GLACE-1 (Koster et al. 2006) experiment

including 16 member ensembles (with different initial

conditions) of 3-month-long model simulations, two

ensembles for three summer seasons per hemisphere.

For both hemispheres, for each year, we calculate one

OCTOBER 2015 LORENZ ET AL . 2277



ensemble where soil moisture is interactive and one

where soil moisture is prescribed every time step

(thereby decoupling the land from the atmosphere). We

also run the GLACE-CMIP5-type experiment using

prescribed soil moisture over the CMIP5 period to in-

vestigate the effects of changes in soil moisture content

and soil moisture–climate coupling for future climate

projections (Seneviratne et al. 2013). GLACE-CMIP5

focuses on two experiments: one where soil moisture is

prescribed by the climatology from 1971 to 2000 from

the control simulation with interactive soil moisture and

one where soil moisture is prescribed by the transient

climatology. We then compare several coupling mea-

sures derived from our GLACE-1 and GLACE-CMIP5

simulations and investigate ACCESS1.3b’s coupling

strength. We have several goals: first, we aim to docu-

ment the coupling strength in ACCESS1.3b because this

informs a range of future work with this model exam-

ining the role of land surface processes and feedbacks.

We also seek to determine whether themodel’s coupling

strength is anomalous in comparison with published

estimates. Lorenz et al. (2014) evaluated ACCESS1.3b

and showed that there were deficiencies with the simu-

lation of daily minimum and maximum temperature. We

examine whether these are linked with anomalous land–

atmosphere coupling. Finally, and of most widespread

interest, we demonstrate whether different methods of

estimating coupling strength provide consistent conclu-

sions. GLACE-1 and GLACE-CMIP5 are computa-

tionally demanding experiments, and measures of

coupling strength have been proposed that avoid these

costs by using generic simulations. We examine whether

measures derived from these two approaches provide

consistent results.

2. Methods

a. Model description

ACCESS is a state-of-the-art, fully coupled climate

and weather prediction model (Puri et al. 2013).

ACCESS1.3b consists of the atmosphericUnifiedModel

(UM); the Community Atmosphere Biosphere Land

Exchange (CABLE) land surface model; the Modular

Ocean Model; and the Los Alamos Sea Ice Model

(CICE; Bi et al. 2013). We used prescribed sea surface

temperatures and sea ice and focus on the atmosphere

and land components below.

The atmospheric model in ACCESS1.3b is UM, version

7.3 (Davies et al. 2005; Martin et al. 2006). Atmospheric

dynamics are nonhydrostatic and fully compressible, and

the advection scheme is semi-Lagrangian. The radiation

scheme is a general two-stream scheme (Edwards and

Slingo 1996; Hewitt et al. 2011). Convection is parame-

terized by a modified mass flux scheme (Gregory and

Rowntree 1990). The convective available potential

energy closure scheme is based on relative humidity, and

convective momentum transport is parameterized for

shallow and deep convection. The critical water content

for precipitation is a function of cloud depth, and shal-

lower clouds need higher water content before they start

to generate precipitation.

The land surfacemodelCABLE, version 2.0 (CABLE2.0),

represents canopy processes via a one-layer, two-leaf

canopy scheme for photosynthesis, stomatal conduc-

tance, and leaf temperature (Wang and Leuning 1998).

CABLE distinguishes nine vegetation types and four

nonvegetated types, using up to five tiles within each

grid cell. The soil model has six layers and the

Richards equation is solved for soil moisture while soil

temperature is calculated from the heat conduction

equation. The snow model has three snowpack layers

and calculates temperature, density, and thickness of

the snow. Further detailed descriptions of CABLE1.4

can be found in Wang et al. (2011), CABLE1.8 in

Kowalczyk et al. (2013), and CABLE2.0 in Lorenz

et al. (2014).

We use ACCESS1.3b in an Atmospheric Model In-

tercomparison Project (AMIP) configuration (Gates

1992) with prescribed sea surface temperatures and sea

ice fractions. These were sourced from the Program for

Climate Model Diagnosis and Intercomparison (Taylor

et al. 2000; PCMDI 2013) for 1950–2006 and the

ACCESS1.3 CMIP5 RCP8.5 run for 2007–2100 (Dix et al.

2013).We performed simulations at 1.258 latitude3 1.8758
longitude resolution with 38 vertical levels and a 30-min

time step. The simulations cover 1950–2100 for GLACE-

CMIP5 and December–February (DJF) and June–

August (JJA) for GLACE-1. We simulated three dif-

ferent years for GLACE-1: 1982/83, 1993/94, and 1999/

2000. Results from two versions of ACCESS, submitted

as part of CMIP5, suggest the model performs very well

in comparison to other CMIP5 models (Flato et al.

2013). ACCESS1.3b has been evaluated by Lorenz et al.

(2014) and was found to represent the global climate

reasonably well, with some deficiencies in daily mini-

mum and maximum temperature as well as evapo-

transpiration, similar to other CMIP5 models (e.g.,

Lewis and Karoly 2013; Mueller and Seneviratne 2014).

b. GLACE-1 experiments

The GLACE-1 experiment consists of two model

ensembles. The first is a write ensemble, where soil

moisture is calculated interactively and is different in

every ensemble member (ensembleW). Soil moisture is

written out at every time step from one ensemble
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member (W1). In the second ensemble (ensemble R),

soil moisture is identical in every ensemble member; the

data fromW1 is read back into themodel and substitutes

the soil moisture calculation. We run 16 members for

each of the write ensembles and read ensembles as de-

scribed in Koster et al. (2004, 2006). We prescribed soil

moisture in the whole soil column, in contrast to Koster

et al. (2004, 2006), where only subsurface soil moisture

was prescribed, consistent with the design of GLACE-

CMIP5 (see section 2c). In GLACE-1, the top soil layer

was not prescribed to avoid effects from fast processes

such as bare soil evaporation. This difference in meth-

odologies needs to be kept in mind when comparing our

GLACE-1 results to other studies. We run three dif-

ferent summers per hemisphere: 1982/83 (an El Niño
year); 1993/94 (a neutral year), which was used in Koster

et al. (2004, 2006) for the boreal summer; and 1999/2000

(a La Niña year).

The GLACE-1 ensembles were obtained by using

different restart files from an earlier 60-yr simulation.

For JJA, we use restart files from neutral years as

described in Koster et al. (2006). We use years where

the Niño-3 index anomaly prior to the restart date

(1 June) was less than 0.5 based on CPC (2013a,b). For

DJF the same criteria did not provide enough restart

files, so we included some of the years used in JJA with

small anomalies prior to 1 December, 3 years with a

positive anomaly and 3 years with a negative anomaly.

We run three seasons for DJF and JJA each: 1982/83,

1993/94, and 1999/2000. We chose these years fol-

lowing Koster et al. (2006), who used JJA 1994 as a

neutral El Niño year, and Hirsch et al. (2014b), who

used an El Niño year, 1982/83, and a La Niña year,

1999/2000, corresponding to dry and wet conditions

over Australia.

c. GLACE-CMIP5 experiments

This experiment uses prescribed soil moisture exper-

iments over the CMIP5 period to investigate the effects

of changes in soil moisture content and soil moisture–

climate coupling for future climate projections (Seneviratne

et al. 2013). It focuses on two experiments: experiment

A (ExpA), where soil moisture is prescribed by the

climatology from 1971 to 2000 from the control simu-

lation with interactive soil moisture, and experiment B

(ExpB), where soil moisture is prescribed by the

transient climatology (running means over 30-yr pe-

riods). The model version used was updated since

CMIP5, and therefore, the reference run (CTL) is not

exactly identical to CMIP5 but rather to a new AMIP

run. Figure 1 shows the globally averaged soil moisture

content in the ACCESS1.3bGLACE-CMIP5 runs. After

writing the soil moisture data from the reference run, we

calculate climatologies. For the experiments, we then

read in these soil moisture climatologies. The climatol-

ogies were calculated for every time step at every

grid point.

GLACE-CMIP5was designed to examine longer time

scales (multidecadal) than the seasonal scales examined

in GLACE-1, and the two experiments are comple-

mentary. Since we used observed sea surface tempera-

tures and sea ice prior to 2007 and data modeled from

CMIP5 thereafter, we compare the conditions at the end

of the twenty-first century (2081–2100) to the beginning

of the twenty-first century (2021–40) instead of the his-

torical period (1981–2000).

d. Land–atmosphere coupling measures

1) GLACE-1 SUBSEASONAL COUPLING

MEASURE DV

The GLACE-1 coupling measure VX was defined by

Koster et al. (2002, 2004, 2006) as ‘‘the degree to which

all prescribed boundary conditions affect some atmo-

spheric quantity X’’ and was estimated for both en-

sembles using

VX 5
16sX̂

22s2
X

15s2
X

, (1)

with s2
X being the intraensemble variance of X and s2

X̂
being the corresponding variance of the ensemble mean

time series. In GLACE-1, this measure quantifies sub-

seasonal soil moisture–atmosphere coupling, that is, for

ensemble simulations with 16 members that are run

over a season only (here JJA or DJF). First, six-day

means or totals (means for temperatures, totals for

precipitation) are calculated from every simulation.

Since the first 8 (JJA) or 6 (DJF, note 7 in leap years)

days are disregarded, this leads to 14 six-day means or

totals per simulation. The variable s2
X is calculated as

the variance across the 224 six-day means or totals from

FIG. 1. Total soil moisture (kgm22) in ACCESS1.3b in the

GLACE-CMIP5 experiments CTL, ExpA, and ExpB.
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the whole ensemble. Next, we calculate the ensemble

mean time series that is then used to obtain s2
X̂
as the

variance of the ensemble mean (Koster et al. 2006). The

variable DVX can then be calculated based on the two

different variances:

DVX 5VX(R)2VX(W) . (2)

We calculate the coupling strength for temperature T

and precipitation P.

2) GLACE-CMIP5 COUPLING MEASURE

DVGCCMIP5

Seneviratne et al. (2006) proposed alternative V and

coupling measures to the GLACE-1 V and DV to assess

the impact of soil moisture–climate coupling on longer

time scales (VX,GCCMIP5 and DVX,GCCMIP5). These mea-

sures are computed in analogy to the GLACE-1 mea-

sures using multiyear simulations instead of ensemble

simulations for a single year (or season), with one sim-

ulation being fully interactive and the other simulation

using prescribed climatological soil moisture (i.e., re-

moving the interannual variability of soil moisture). The

variable VX,GCCMIP5 assesses the degree of interannual

and intraseasonal similarity in each experiment

(Seneviratne et al. 2006):

VX,GCCMIP5 5
NsX̂

22s2
X

(N2 1)s2
X

, (3)

with N being the number of years VX,IAV is calculated

across (20-yr time periods here). The variable s2
X̂
is the

variance calculated from the 20-yr climatology, analo-

gous to DV, where it is calculated from the ensemble

mean. The variables2
X is calculated from 203 14 six-day

means. Hence, s2
X includes both the interannual as well

as the intraseasonal variability. The difference between

VX,GCCMIP5 from the control run and from the un-

coupled experiment with the prescribed climatological

seasonal soil moisture cycle gives the coupling measure

DVX,GCCMIP5. Hence, as noted by Seneviratne et al.

(2006), VX,GCCMIP5 represents the extent to which the

removal of interannual variability of soil moisture in-

creases intraseasonal and interannual similarity (or de-

creases variability). In these multiyear simulations,

VX,GCCMIP5 can be calculated for different time periods.

We apply this measure to the GLACE-CMIP5 simula-

tions, using the control run as the coupled simulations

and the two experiments A and B as the uncoupled

simulations. We use the time periods 1981–2000 (end of

twentieth century), 2021–40 (beginning of twenty-first

century), and 2081–2100 (end of twenty-first century) to

investigate changes in this measure over time.

3) VARIANCE ANALYSIS

We extend the variance analysis defined in Seneviratne

et al. (2006) for JJA mean summer temperatures to the

Southern Hemisphere summer DJF. It describes the

percentage of interannual variance of themean seasonal

temperatures that can be explained by land–atmosphere

coupling:

VAR5
s2
T(CTL) 2s2

T(UNCOUPLED)

s2
T(CTL)

. (4)

In contrast to DVX,GCCMIP5, this measure only includes

interannual variability.

4) CORRELATION BETWEEN EVAPOTRANSPIRATION

AND TEMPERATURE

The correlation between evapotranspiration and tem-

perature [correlation(ET, T)] was defined in Seneviratne

et al. (2006) for experiments where no GLACE-type

simulations were available. It is calculated as the correla-

tion between mean seasonal temperature and mean sea-

sonal evapotranspiration [only JJA in Seneviratne et al.

(2006)] for different time periods (here 1981–2000, 2021–

40, and 2081–2100). Seneviratne et al. (2006) note that this

measure is only meaningful in regions where evapotrans-

piration is reasonably large. It has the advantage that no

special experiments are necessary. Seneviratne et al.

(2006) found that it agreedwell with the variance analysis

and the DVX,GCCMIP5 coupling measure for Europe.

5) SOIL MOISTURE–TEMPERATURE COUPLING

MEASURE P

Miralles et al. (2012) defined an observationally based

soil moisture–temperature coupling measure P based

on long-term correlations as

P5 r(H,T)2 r(Hp,T) , (5)

where r is the Pearson’s correlation coefficient, H is an

estimate of the sensible heat flux such thatH5Rn2LE,

andHp is similar toH but calculated using an estimate of

the potential latent heat flux such that Hp 5 Rn 2 LEp.

The net radiation Rn and latent heat flux LE can be

calculated from the model output. The potential latent

heat flux LEp can be estimated following Priestley and

Taylor (1972). As the correlation between temperature

andevapotranspiration,P can be calculated from ‘‘normal’’

model runs or from observational data.

6) TWO-LEGGED COUPLING MEASURE ISM2T

The two-legged index has been used in Dirmeyer

(2011) andDirmeyer et al. (2013a,b, 2014). The terrestrial
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first leg can be the influence from any land surface vari-

able on any surface flux (e.g., Dirmeyer 2011). Dirmeyer

et al. (2014) presented results for the full index, the in-

fluence from soil moisture on sensible heat flux, and the

influence of the sensible heat flux on the lifting conden-

sation level. The two-legged index also used correlations

between two variables but adds the standard deviation.

This accounts for the possibility of a high correlation

between two variables coincident with low variability.

The first leg, from a land surface variable A to a surface

flux B, is

IA2B5s(B)r(A,B)5s(A)
dB

dA
. (6)

The full two-legged index is then derived by adding

the second leg from the surface fluxB to the atmospheric

variable C:

IA2C 5s(C)r(A,B)r(B,C)5s(A)
dB

dA

dC

dB
. (7)

We use soil moisture as the land surface variable (A), the

sensible heat flux (B), and near-surface air temperature

as the atmospheric variable (C) to be able to compare this

two-legged measure to the other measures.

7) QUANTILE REGRESSION ANALYSIS

The quantile regression analysis relates the number of

hot days and the 3-month standard precipitation index

(SPI3) in the preceding month at each grid point. The

SPI3 acts as a proxy for soil moisture. The highest

quantile, 90th is most representative for an extremely

high number of hot days. This analysis can be derived

from temperature and precipitation data only, and this

or very similar methods have been widely used to ap-

proximate soil moisture–temperature coupling from

observational data (Hirschi et al. 2011; Mueller and

Seneviratne 2012; Ford and Quiring 2014). We define

the number of hot days by the number of days where the

maximumdaily temperature is above the 90th percentile

during 1961–90 (TX90p; Zhang et al. 2011). The more

negative the slope of the 90th quantile regression, the

higher the influence from low SPI3 on a high number of

hot days. We only include this measure for the present-

day analysis because it would need to be adjusted for

future projections (by revising the reference 90th per-

centile and the reference period for SPI3). We also in-

clude this measure because it only requires temperature

and precipitation and is therefore particularly useful

when comparing to observational data and when fu-

ture simulation data are limited. We calculate the SPI

and quantile regression using R (packages SCI and

quantreg).

e. Agreement between land–atmosphere coupling
measures

To investigate the agreement between the different

coupling measures, we scaled the different measures to

account for their different numeric ranges. The coupling

measures defined by DV andP lie mainly between 0 and

1. The variance analysis results in values between 0%

and 100%. The correlation(ET, T) lies in between 21

and 1. The ISM2T leads to values in the range from

around 22 to 0.5. The quantile regression slopes can be

anything from 2‘ to ‘, but we are interested in the

regions where the slope is negative. Further, a value of 1

for DV does not correspond to 100% in the variance

analysis. In short, it is not clear which value in one

measure corresponds to another value in another mea-

sure. We therefore define the average of DVT from the

three GLACE-1 experiments as a reference. We then

use themodel range fromKoster et al. (2006) to examine

the spatial and seasonal distribution of values above 0.1

for strongly coupled and 0.2 for very strongly coupled

regions. We scale the other measures to cover the same

land area for the thresholds we define as ‘‘strongly

coupled’’ and ‘‘very strongly coupled.’’ The resulting

thresholds are provided in Table 1.

3. Results

a. GLACE-1 results from ACCESS1.3b

The ACCESS1.3b model is among the more strongly

coupled models for temperature. Koster et al. (2006,

their Fig. 8) showed the global distribution of DVT

for 1994, which can be compared with Fig. 2c.

ACCESS1.3b shows similar patterns of strong and weak

TABLE 1. Thresholds for measures to be considered as coupled in

Figs. 12 and 13. The averages were used for 2081–2100.

Measure DJF JJA Average

Strongly coupled

DV GLACE-1 0.1 0.1 —

DV GLACE-CMIP5 0.1096 0.0887 0.10

Variance 28.692 26.0987 27

Correlation(ET, T) 20.4428 20.3466 20.39

P 0.3099 0.4899 0.40

ISM2T 20.2639 20.2201 20.24

90th quantile slope 22.0241 22.0600 22.04

Very strongly coupled

DV GLACE-1 0.2 0.2 —

DV GLACE-CMIP5 0.1467 0.1387 0.14

Variance 41.3489 38.4714 40

Correlation(ET, T) 20.5988 20.6189 20.61

P 0.6025 0.9858 0.79

ISM2T 20.4844 20.5474 20.52

90th quantile slope 22.6696 23.0463 22.86
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FIG. 2. GLACE-1 coupling strength VX(R) 2 VX(W) in (a),(b) JJA 1983; (c),(d) JJA 1994; (e),(f) JJA

2000; (g),(h) DJF 1982/83; (i),(j) 1993/94; and (k),(l) 1999/2000 for (left) mean temperature and (right) total

precipitation. The content of (c) corresponds to Fig. 8 of Koster et al. (2006) for JJA mean temperature and

of (d) corresponds to Fig. 5 of Koster et al. (2006) for JJA total precipitation.
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soil moisture–temperature coupling for the boreal

summer in comparison to GFDL, CCCma, and the

CSIRO Conformal Cubic version 3 (CSIRO-CC3)

models with particularly strong coupling over central

Africa, central Eurasia, and North America. Similar

to other GLACE-1 models, ACCESS1.3b is relatively

weakly coupled over eastern Eurasia and parts of

western Europe. In short, soil moisture–temperature

coupling strength of ACCESS1.3b for JJA 1994 is within

the range reported by Koster et al. (2006) for 1994, even

though there was a small difference in the experiment

setup by prescribing all soil layers. The locations of

strong DVT vary between years. Using 1983 conditions

(Fig. 2a, ElNiño year) the differences from 1994 (Fig. 2c,

neutral year) are very small in the NorthernHemisphere

and are negligible compared to the intermodel range in

DVT reported by Koster et al. (2006). A major differ-

ence occurs over eastern Europe for 2000 (Fig. 2e, La

Niña), with the weak coupling (1983 and 1994) being

replaced by a strong coupling. A second major differ-

ence occurs over South America, which is strongly

coupled in 1983 (Fig. 2a) and weakly coupled in 2000

(Fig. 2e). Broadly, however, the ranges in DVT simu-

lated by ACCESS1.3b for JJA are more similar across

the 3 years examined than among the 12 models exam-

ined by Koster et al. (2006).

Results from ACCESS1.3b suggest very strong

Southern Hemisphere soil moisture–temperature cou-

pling during DJF in southern Africa, Australia, and

those regions in South America not covered by tropical

forest. The values of DVT for DJF (Figs. 2g,i,k) are

higher than those found for JJA by Koster et al. (2006),

noting that austral summer (DJF) results for DVT were

not reported byKoster et al. (2006). Regions whereDVT

is large are broadly consistent across the 3 years we

examined, although Australia shows some variability in

coupling strength between the years.

Soil moisture–precipitation coupling in ACCESS1.3b

(Figs. 2b,d,f) for JJA is also within the range of the

models shown in Koster et al. (2006, their Fig. 5). In

contrast to soil moisture–temperature coupling, where

ACCESS1.3b was among the more strongly coupled

models, the model is among the more weakly coupled

forDVP. Note that the range of soilmoisture–precipitation

coupling strength is smaller than for soil moisture–

temperature coupling strength (Koster et al. 2006).

Large values of DVP do occur in some regions, including

parts of North America, north of India, and central

Africa, and these areas appear to be relatively strongly

coupled in all years examined. InDJF, the soil moisture–

precipitation coupling is weaker, although parts of South

America, tropical Africa, and Asia are relatively

strongly coupled (Figs. 2h,j,l). The differences in DVP

among the three time periods examined are small rela-

tive to the range highlighted by Koster et al. (2006). The

strength of the coupling of DVP is consistently weaker in

ACCESS1.3b compared with the models examined by

Koster et al. (2006).

We can also examine the coupling strength for DVT

versus mean soil moisture for all years averaged over

the two hemispheres (Fig. 3). For both hemispheres,

the coupling strengths decline at soil moistures above

20 kgm22. The variable DVT is much higher for low

values of soil moisture in the Southern Hemisphere

summer (red lines in Fig. 3) compared to the North-

ern Hemisphere summer (blue lines in Fig. 3). At

high soil moisture values, the Southern Hemisphere

values decline to be the same as in the Northern

Hemisphere. Hence, there is a much larger range of

coupling strengths and a stronger relationship be-

tween DVT and soil moisture in the Southern Hemi-

sphere summer.

b. GLACE-CMIP5 with ACCESS1.3b

1) DVT,GCCMIP5 COUPLING STRENGTH

The coupling strengths for the GLACE-CMIP5 ex-

periments were calculated for the end of the twentieth

century (1981–2000), the beginning of the twenty-first

century (2021–40), and the end of the twenty-first cen-

tury (2081–2100). The coupling strength obtained from

these multiyear experiments indicates the extent to

which the removal of both the interannual variability

and trend (ExpA) or the removal of only the interannual

variability (ExpB) in soil moisture affects the similarity.

A large increase in similarity in the experiments is as-

sociated with strong coupling.

For the DJF 1981–2000 mean temperature (Fig. 4a),

ACCESS1.3b shows strong coupling over large regions

of North America and Australia for ExpA. There is a

stronger and more widespread impact in the experiments

FIG. 3. GLACE-1 coupling strength DVT vs mean soil moisture

(kgm22) for all years. Northern Hemisphere data are averaged

over 08–608N for JJA and Southern Hemisphere data are averaged

over 608S–08 for DJF.
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FIG. 4. Soil moisture–temperature coupling measures for 1981–2000 during (left)

DJF and (right) JJA: (a),(b) the DVT ,GCCMIP5 coupling strength for ExpA [this cor-

responds to Fig. 2c in Seneviratne et al. (2006) for JJA]; (c),(d) the variance analysis for

ExpA [this corresponds to Fig. 2a in Seneviratne et al. (2006) for JJA]; (e),(f) the

correlation(ET,T) for CTL [this corresponds to Figs. 3a,d,g in Seneviratne et al. (2006)

for JJA]; (g),(h) the soil moisture–temperature coupling metric for CTL [this is com-

parable with Fig. 1 in Miralles et al. (2012)]; (i),(j) the two-legged soil moisture–

temperature coupling index for CTL; and (k),(l) the slope of 90th quantile regression

analysis for the number of hot days and the preceding SPI in CTL [this is comparable

with Fig. 3d in Mueller and Seneviratne (2012)].
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in JJA with a strong coupling over large regions of

Eurasia, southern Africa, Australia, and North and

South America. These results, for ExpA, point to in-

creases in similarity for temperature in some areas of the

globe if both interannual variability and the trend in soil

moisture are removed. These areas correspond largely

to the areas shown as strongly coupled in the GLACE-1

experiments. Results for ExpB (not shown) are almost

identical to ExpA at the end of the twentieth century

because there is no consistent trend in soil moisture over

this period (see Fig. 1).

2) VARIANCE ANALYSIS

The variance analysis (section 2d) examines the dif-

ference in variance in temperature between the control

simulation and ExpA normalized by the variance in the

control simulation. Figures 4c and 4d show the variance

analysis at the end of the twentieth century and highlight

regions of high influence of land–atmosphere coupling

on variance, particularly in the summer hemisphere. For

the Southern Hemisphere in DJF (Fig. 4c) regions in-

cluding South America, southern Africa, and northern

Australia show high percentages, implying that land–

atmosphere coupling plays a significant role. In JJA

(Fig. 4d) parts of North America, western Europe, and

Eurasia also display high percentages from the variance

analysis.

Most regions where there is a high percentage (.50%)

of interannual variance explained by land–atmosphere

coupling (Figs. 4c,d) are also strongly coupled according

to DVT ,GCCMIP5 (Figs. 4a,b). One region that did not

show strong coupling based on DVT,GCCMIP5 but has

more than 90% of its temperature variance explained by

land–atmosphere coupling is Southeast Asia in JJA.

Western Europe in JJA also has around 50% of its

temperature variance explained by land–atmosphere

coupling, even though it did not show strong coupling

in Fig. 4b.

Overall, the percentage of temperature variance

explained by land–atmosphere coupling estimated in

Figs. 4c and 4d provides a broadly similar, but regionally

very different picture than DVT ,GCCMIP5. The two mea-

sures examine slightly different aspects of the influence

of soil moisture. The variable DVT ,GCCMIP5 estimates the

extent to which the removal of soil moisture variability

increases interannual and intraseasonal similarity,

whereas the variance analysis estimates the percentage

of interannual variance explained by land–atmosphere

FIG. 5. (a),(b) The DVT,GCCMIP5 coupling strength for temperature at the end of the twenty-first century and

(c),(d) the difference in theDVT,GCCMIP5 coupling strength between the end and beginning of the twenty-first century

(2081–2100 minus 2021–40) for ExpA during (left) DJF and (right) JJA.
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coupling. This difference in definition leads to different

results in some areas of the globe.

3) CORRELATION BETWEEN TEMPERATURE AND

EVAPOTRANSPIRATION

Another measure to estimate land–atmosphere cou-

pling, used by Seneviratne et al. (2006), is the correlation

between temperature and evapotranspiration (section

2d). Here, we compare this measure to the DVT,GCCMIP5

coupling strength and the variance analysis with the aim

of determining whether this measure leads to conclu-

sions consistent with other coupling strength measures.

Most regions showing a large negative correlation

between temperature and evapotranspiration (Figs. 4e,f)

agree well with strongly coupled regions shown in

Figs. 4a and 4b. However, the regions showing negative

correlations are larger than those with strong coupling

defined by DVT,GCCMIP5. As discussed by Seneviratne

et al. (2006), the correlation between temperature and

evapotranspiration is only a good measure for land–

atmosphere coupling if evapotranspiration is reasonable

large; hence, regions where this is not the case need to be

excluded (e.g., Middle East in JJA).

4) SOIL MOISTURE–TEMPERATURE COUPLING

MEASURE

The soil moisture–temperature coupling measure

highlights similar regions to the other measures. In DJF

(Fig. 4g), strong coupling is mainly constrained to the

Southern Hemisphere, excluding regions covered by

rain forest. India and southwestern North America

are the only Northern Hemisphere regions that are in-

dicated to be influenced by land–atmosphere intera-

ctions in DJF. In JJA (Fig. 4h) large regions in North

America, Eurasia, eastern SouthAmerica, and Southern

Africa show high values of this measure. These regions

are considerably larger than shown in Figs. 4a and 4b but

compare very well to the correlation of temperature and

evapotranspiration in Figs. 4e and 4f.

5) TWO-LEGGED SOIL MOISTURE–TEMPERATURE

COUPLING INDEX

The two-legged soil moisture–temperature coupling

index (ISM2T) highlights similar regions as the other

coupling measures (Figs. 4i and 4j); however, the

strongly coupled regions are relatively small. This in-

dicates that this index is rather restrictive in its definition

FIG. 6. (a),(b) The DVT,GCCMIP5 coupling strength for temperature at the end of the twenty-first century in ExpB

and (c),(d) the difference in the DVT ,GCCMIP5 coupling strength between ExpB and ExpA for the end of twenty-first

century (2081–2100) during (left) DJF and (right) JJA.
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for strongly coupled regions, probably because it in-

cludes the two pathways, from soil moisture to the sur-

face flux and then from the surface flux to temperature.

6) 90TH QUANTILE REGRESSION SLOPE BETWEEN

HOT DAYS AND PRECEDING SPI

In the figure for the 90th quantile slopes (Figs. 4k,l),

negative slopes indicate that with drier conditions

(negative value of SPI) there are a larger number of hot

days. The most pronounced slopes of the 90th quantile

regression are generally collocated with strong land–

atmosphere coupling identified from other measures.

An exception is northeastern Australia, which shows a

strongly negative slope in JJA but no strong coupling in

other measures. In addition, the area of strongly nega-

tive slopes in Amazonia is larger than indicated by the

other measures. There is also a rather strong negative

slope in eastern Europe in JJA that is not present in all

the other measures. North America in JJA, on the other

hand, shows smaller negative slopes than indicated from

other measures. The very strong negative slopes in

northeastern Brazil in DJF are also suggested by the

other measures, even if the area of strongly negative

slopes is larger than in most other measures.

7) FUTURE PROJECTIONS OF LAND–ATMOSPHERE

COUPLING

We next examine ACCESS’s coupling strength under

future climate conditions. Figure 5 shows the coupling

strength for ExpA at the end of the twenty-first century

(Figs. 5a,b) and the difference in DVT,GCCMIP5 coupling

strength between the end and the beginning of the

twenty-first century for ExpA in ACCESS1.3b for T

(Figs. 5c,d). The most obvious change in coupling

strength from ExpA is that most strongly coupled re-

gions show a decrease in DVT,GCCMIP5 toward the end of

the twenty-first century. Several regions show an in-

crease in coupling strength into the future. Figure 6

shows the DVT,GCCMIP5 coupling strength for ExpB and

the difference between ExpB and ExpA at the end of

the twenty-first century. The coupling strength tends to

be higher in ExpB compared to ExpA. This indicates

that a large portion of the decrease in coupling strength

in ExpA between the beginning and end of the twenty-

first century is associated with the omitted trend in soil

moisture. TheDVT,GCCMIP5 coupling strength in ExpB at

the end of the twenty-first century (Figs. 6a,b) is similar

to the one found for the end of the twentieth century

(Figs. 4a,b) but increased and expanded, especially in

the Southern Hemisphere in DJF.

The differences between temperatures and latent heat

fluxes in experiments A and B at the end of the twenty-

first century show a linear relationship where the latent

heat flux is smaller in ExpB compared to ExpA in

ACCESS1.3b (Fig. 7). The slope of this curve is

steepest for maximum temperature TMAX and flattest

for minimum temperature TMIN, withT in the middle for

both hemisphere summers. A very similar relationship

was shown by Seneviratne et al. (2013) for the GLACE-

CMIP5 ensemble mean (their Fig. 4a) for the Northern

Hemisphere summer. The gradient of these curves is

slightly smaller in the Southern Hemisphere DJF (Fig. 7a)

FIG. 7. Scatterplot and linear regression of DT, DTMAX, and DTMIN vs DLH [K (Wm22)21] in simulations ExpB

minus ExpA at the end of the twenty-first century (2081–2100) for (a) DJF over the Southern Hemisphere (608S–08)
and (b) JJA over the Northern Hemisphere (08–608N). Analyses only include land points and areas with negative

DLH, using bins of 2.5Wm22 for DLH. This corresponds to Fig. 4a in Seneviratne et al. (2013).

OCTOBER 2015 LORENZ ET AL . 2287



compared to Northern Hemisphere JJA (Fig. 7b) for

TMIN and T and very similar for TMAX. This implies that

in areas where the soil moisture trend in ExpB leads to a

decrease in latent heat flux, temperatures are linearly

increased. This relationship is strongest for TMAX and

weakest for TMIN and is similar in both hemispheres.

Figures 8a and 8b show the variance analysis at the

end of the twenty-first century. Since the relevance of

the soil moisture trend is limited to the future runs (see

Fig. 6 and section 4), we calculate the variance analysis

for ExpB. The broad patterns for the variance analysis

(Figs. 4c,d) change through to the end of the twenty-first

century (Figs. 8c,d). For example, the variance measure

increases over North America, parts of Amazonia, and

Siberia in JJA and eastern Europe, Asia, northern

Australia, and Amazonia in DJF, implying that land–

atmosphere coupling plays an increasing role in ex-

plaining temperature variance. In contrast, the per-

centage of temperature variance that can be explained

by land–atmosphere coupling decreases over North

America, North Africa, and southwestern Australia in

DJF. These changes do not correspond to the changes

seen in DVT,GCCMIP5 (Figs. 5c,d and 6c,d).

The future pattern (2081–2100) in the temporal cor-

relation of ET and T (Figs. 9a,b) can be compared to

Figs. 4e and 4f for 1981–2000. The present and future

patterns are similar, with a similar seasonal variability

and intensity of coupling strength. There are small

changes in correlation(ET, T) from 2081–2100 to 2021–

40 (Figs. 9c,d). The correlation(ET, T) becomes in-

creasingly negative with time over regions of Eurasia in

JJA and over North America in DJF and JJA. The

largest change occurs over Amazonia in DJF, where the

region with negative correlation is expanded.

The soil moisture–temperature coupling measure P
shows a very similar pattern at the end of the twenty-first

century (Figs. 10a,b) compared to the twentieth century

(Figs. 4g,h). Some of the coupling regions are increased

(Amazonia in DJF and North America and Europe in

JJA). Eastern Australia in JJA emerges as a new region

with an indication for strong influence from the land

surface on temperature, although P is the only measure

showing this.

The two-legged index (Fig. 11) shows increases in

land–atmosphere coupling in central and southern Af-

rica, India, and Amazonia in DJF and over large parts of

FIG. 8. (a),(b) The variance analysis for temperature for the end of the twenty-first century (2081–2100) in ExpB

and (c),(d) the difference between the end and beginning of the twenty-first century (2081–2100 minus 2021–40)

during (left)DJF and (right) JJA. Except for the included soil moisture trend in ExpB, (b) corresponds with Fig. 2b in

Seneviratne et al. (2006).
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the Northern Hemisphere and the north of South

America in JJA from 2021–40 to 2081–2100. The dom-

inating increase in this measure into the future is con-

sistent with Dirmeyer et al. (2013b), who found an

increasing trend in land–atmosphere coupling in CMIP5

simulations.

4. Discussion

There are three key results that are worthy of dis-

cussion: the differences between the Southern and

Northern Hemisphere, the agreement between the dif-

ferent coupling measures, and the changes in land–

atmosphere coupling into the future. First, we demon-

strated for GLACE-1 that the coupling strength was

approximately twice as strong for the Southern Hemi-

sphere compared to the Northern Hemisphere (Figs. 2,

3), particularly for temperature. Most of the Southern

Hemisphere land was strongly coupled and fewer areas

were weakly coupled. In contrast, the average across

the Northern Hemisphere contains large weakly cou-

pled regions. The Northern Hemisphere hot spots oc-

cur in transition regions between wet and dry climates,

whereas in the Southern Hemisphere we find a strong

signal in the tropics and subtropics. Given the lack of

previous examination of Southern Hemisphere sum-

mer coupling strengths using the GLACE-1 method,

it is not possible to explore whether these results are

model specific or would be reproduced in other cli-

mate models. It would be useful to explore the influ-

ence of prescribing the whole soil column in

comparison to not prescribing the top soil layer (see

Koster et al. 2004, 2006) to see if this explains the

hemispheric differences. We did examine the ratio

of bare soil evaporation to total evaporation and

found it to be slightly higher in Southern Hemisphere

summer.

Our second key area of discussion is whether the

different measures used to derive a coupling strength

lead to similar conclusions. We showed that different

coupling measures vary in their level of agreement.

There is similarity in the coupling strengths estimated

via the two DV methods for GLACE-1 and GLACE-

CMIP5, and regions strongly coupled in GLACE-1

(Fig. 2) are broadly similar to those in GLACE-CMIP5

(Figs. 4a,b). Conclusions reached fromGLACE-1would

FIG. 9. (a),(b) The correlation(ET,T) for the CTL at the end of the twenty-first century (2081–2100) and (c),(d) the

difference between the end and beginning of the twenty-first century (2081–2100 minus 2021–40) during (left) DJF

and (right) JJA. The content in (b) corresponds to Figs. 3b, 3e, and 3h in Seneviratne et al. (2006), and in

(d) corresponds to Figs. 3c, 3f, and 3l in Seneviratne et al. (2006).
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therefore be matched by those from GLACE-CMIP5

with ACCESS1.3b. The actual numerical values from

GLACE-CMIP5 need to be scaled by roughly a factor of

1.5 to give values of a similar magnitude to GLACE-1.

We encourage those modeling groups involved in

GLACE-CMIP5 to conduct a GLACE-1 experiment to

confirm our results.

For ACCESS1.3b, the similarity between the other

coupling measures is less well defined. These measures

are very different from each other with different ranges

of values. The main issue we encountered was how to

define a threshold value for DVT , DVT,GCCMIP5, variance

analysis, correlation(ET, T), P, ISM2T , and quantile re-

gression slope that defines a strongly coupled region

because the numerical values are not interchangeable.

To examine this issue further, we took GLACE-1 DVT

as our baseline definition of strongly coupled and used

the model range from Koster et al. (2006) to examine

the spatial and seasonal distribution of values above

0.1 for strongly coupled and 0.2 for very strongly

coupled regions. We then chose thresholds for the

other three measures such that the same percentage of

the land surface falls into these categories (see Table

1, Fig. 12). Figure 12 shows the regions where the

measures agree on strongly coupled (Figs. 12a,b) and

very strongly coupled (Figs. 12c,d) areas. While there

is good agreement for the regions we have already

identified as coupling hot spots based on the individ-

ual measures, all seven measures rarely agree, and

many regions that appear strongly coupled in one

measure are not identified as strongly coupled in

others (see purple regions in Fig. 12). There is also

some disagreement on the spatial extent of these re-

gions. Based on the maps showing the single measures

(Figs. 2, 4), we identified which coupling measure was

giving these apparent false alarms. Unfortunately, all

six measures based on the GLACE-CMIP5 runs are

responsible for explaining specific false alarms, and no

single measure shows considerable more false alarms

than the others.

To avoid any misunderstanding, we note that the

threshold values shown in Table 1 are ACCESS1.3b

specific and cannot be applied to other climate models.

Our results highlight that using the more simply derived

measures as surrogates for the more computationally

expensive GLACE-1 and GLACE-CMIP5 measures

needs to be undertaken carefully. We suggest that a

model would need to undertake an analysis like the one

FIG. 10. (a),(b) The soil moisture–temperature coupling metric for CTL at the end of the twenty-first century

(2081–2100) and (c),(d) the difference between the end and beginning of the twenty-first century (2081–2100 minus

2021–40) during (left) DJF and (right) JJA.

2290 JOURNAL OF HYDROMETEOROLOGY VOLUME 16



reported here to establish how well the correlation of

evapotranspiration and temperature, P, ISM2T , and es-

pecially quantile regression slope reproduced the

GLACE-1 and GLACE-CMIP5 before the simpler

measures were used in analyses. In particular, it needs to

be established what values of correlation(ET, T), P,

ISM2T , and quantile regression slope correspond to

strongly coupled regions for each individual model.

Once this is known, the correlation(ET, T), P, and

ISM2T lead to the identification of very similar coupling

hot spots to those from the GLACE-1 and GLACE-

CMIP5 experiments.

Finally, and in agreement with Seneviratne et al.

(2013), we find that a possible soil moisture trend is

important for the soil moisture–atmosphere coupling at

the end of the twenty-first century. Using GLACE-

CMIP5 experiments A and B, we are able to distinguish

between the influence from soil moisture variability and

soil moisture trend on coupling strength. Removing the

trend as well as the interannual variability results in a

decrease in soil moisture–temperature coupling in large

areas over the globe. If we include the soil moisture

trend in ExpB, the coupling strength is larger than

without it in many areas (Fig. 6). Hence, the soil

moisture trend plays a major role in how coupling

strength changes in the future and highlights the need to

capture a possible trend in future projections. A similar

analysis to the one performed for Fig. 12 can be un-

dertaken for the future results from GLACE-CMIP5.

We used the thresholds presented in Table 1 and ap-

plied them to the five GLACE-CMIP5 measures. It is

important to note that only two of the five measures

depend on experiments A and B. Figures 13a–d show

that there is some agreement for the major coupling hot

spots in ExpA. For DJF (Figs. 13a,c), we obtain larger

areas where all fivemeasures agree. In JJA (Figs. 13b,d)

many areas are identified as strongly coupled by only

one measure, and disagreement is rather high outside of

the hot spot regions. In ExpB (Figs. 13e–h) the agree-

ment between the measures is larger than in ExpA, and

the same regions are identified as coupling hot spots as

in present climate conditions. Hot spot areas where five

measures agree tend to expand in future projections.

Our results suggest that any future drying trend, which

is projected by ACCESS, will lead to similar but ex-

panded regions of strong land–atmosphere coupling

than for the present climate. If any possible trend is not

taken into account, different coupling measures tend to

FIG. 11. (a),(b) The two-legged soil moisture–temperature coupling index for CTL at the end of the twenty-first

century (2081–2100) and (c),(d) the difference between the end and beginning of the twenty-first century (2081–2100

minus 2021–40) during (left) DJF and (right) JJA. Keep in mind that a negative difference means stronger coupling.
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disagree on the location of strong land–atmosphere

coupling.

The importance of a possible trend in defining land–

atmosphere coupling strength is consistent with

Seneviratne et al. (2013) but is also worrisome. An

increasing amount of evidence points to coupling

strength affecting the simulation of heat waves and

other extreme events (Fischer et al. 2007; Koster et al.

2009b; Hirschi et al. 2011; Mueller and Seneviratne

2012; Miralles et al. 2014). It follows that changes in

coupling strength, linked to possible soil moisture

trends, would therefore affect model projections in

these extremes. Unfortunately, the soil moisture

projections are uncertain and, we suspect, differ be-

tween the CMIP5 models. Strong and very strong

land–atmosphere coupling is a regional feature, and

trends in soil moisture at these scales are linked to a

range of phenomena that are challenging for climate

models to resolve (see Pitman et al. 2012), including

how soil moisture is represented in climate models. In

short, the detailed pattern of how coupling strength

will change through the twenty-first century depends

on the complex interrelationship between the land

and the atmosphere. This contributes significant ad-

ditional uncertainty in the simulation of future ex-

tremes at scales of significance for climate change

adaptation.

5. Conclusions

We have investigated the coupling strength of

ACCESS1.3b by examining different land–atmosphere

couplingmeasures obtained fromGLACE-1 andGLACE-

CMIP5 experiments. We showed that ACCESS1.3b land–

atmosphere coupling strength was in the range pre-

viously reported by other models. We therefore con-

clude that it is unlikely that the biases identified in the

performance of ACCESS1.3b by Lorenz et al. (2014)

relate to an anomalous coupling strength.

We identified differences in land–atmosphere coupling

strength between the Northern and Southern Hemi-

sphere summers. The Southern Hemisphere summer was

more strongly coupled, with larger values in DV for

temperature. Overall, the Southern Hemisphere appears

to behave differently than the Northern Hemisphere,

where the hot spots occur in regions between wet and dry

climates. The Southern Hemisphere was most strongly

coupled in the tropics and in the midlatitudes. Whether

this result is specific to ACCESS1.3b will require exper-

iments with other models to be undertaken.

Of more general significance, we have shown that

different land–atmosphere coupling measures agree

on the location of very strongly coupled regions, but

agree less for intermediate and weakly coupled re-

gions. The DVT from GLACE-1 and GLACE-CMIP5,

FIG. 12. Agreement between the different coupling measures DVT , DVT,GCCMIP5, variance analysis, correlation

(ET, T), P, ISM2T , and the 90th quantile regression slope. Variable DVT is chosen to be (a),(b) $0.1 for strongly

coupled or (c),(d)$0.2 for very strongly coupled. For DVT,GCCMIP5, variance analysis, correlation(ET, T),P, ISM2T ,

and the 90th quantile regression slope, the threshold was chosen so the same fraction of land area is above the DVT

GLACE-1 thresholds. The resulting thresholds are shown in Table 1.
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even though obtained over different time scales, are

strongly linked and provide similar information. There

is no clear relationship between the other measures

unless they can be scaled. If scaled, these other measures

then lead to very similar spatial results as GLACE-1 and

GLACE-CMIP5. Unfortunately, this suggests that spe-

cific coupling experiments, like GLACE-1 or GLACE-

CMIP5, are required to obtain consistent measures of

coupling strength or to obtain an idea about how the

different measures scale in a particular climate model.

We do note, however, that there appears to be general

agreement across the measures in identifying regions

with very strong coupling.

Last, we showed that if a model simulates a soil moisture

trend, this largely determines the soilmoisture–atmosphere

coupling at the end of the twenty-first century. We

therefore conclude that unless a model captures the

right trend (if indeed a trend occurs) in soil moisture in

climate projections, changes in land–atmosphere cou-

pling will be under- or overestimated for future pro-

jections. This would tend to lead to major biases in

atmospheric variables, especially mean and maximum

temperature, and perhaps significant biases in the sim-

ulation of some land-associated extremes such as

droughts and heatwaves.
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