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Abstract The Voice Over IP (VoIP) environments and the
most contemporary ones such as the IP Multimedia Subsys-
tem (IMS) are deployed in order to provide cheap and at the
same time high quality services to their users. Video calls,
conferences, and applications can be provided to mobile
devices with the lowest possible delay, while the Quality
of Service (QoS) remains as the top priority for users and
providers. Toward this objective, these infrastructures utilize
the Session Initiation Protocol (SIP) for signaling handshakes
since it is the most flexible and lightweight protocol available.
However, according to many researches, it happens to be vul-
nerable to many attacks that threaten system’s security and
availability. In this paper, we introduce a cross-layer mech-
anism that is able to mitigate in real-time spoofing attacks
such as SIP signaling, identity theft, masquerading, and Man
in the middle, and also single and distributed source flooding.
It consists of three components: the policy enforcer which
acts as a black list, and the spoofing and flooding modules.
We also introduce a classification of SIP flooding attacks for
better representation of the detection coverage. To the best
of our knowledge, the proposed detection system is the most
complete and accurate in terms of the attack range that is
able to deter. Concerning its performance, it does not require
computational expensive calculations nor resource demand-
ing security protocols, thus being a lightweight mechanism.
The experimental results have demonstrated high detection
rates with false alarm rates approaching zero. Finally, it is
platform independent and transparent to networks’ opera-
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tions and thus can be deployed in both VoIP and IMS envi-
ronments.

Keywords Attacks · SIP · IMS · Security · IDS · Intrusion ·
Flooding · Spoofing

1 Introduction

The multimedia services that are offered through the internet
have become an inseparable part of people’s life. In addition,
technological developments have enabled the provision of
such services through mobile and handheld devices. This is
achieved through the IMS deployment [1]. The high resource
demanding services that IMS provides, such as video con-
ferences, audio calls, applications, IP television, and many
more, must be streamed with high Quality of Service (QoS).
Considering QoS, these infrastructures are employing a light-
weight signaling protocol; SIP [2]. This text based protocol
is flexible enough to easily incorporate and provide different
services. It is also a low resource demanding protocol with-
out burdening the infrastructure with further delays during
the session establishment handshakes.

However, together with the advantages, there is also a
drawback; there are many security vulnerabilities that can
be exploited by malicious internal or external users in order
to degrade the QoS causing Denial of Service (DoS), inter-
cept the communication sessions and steal user’s identities
and credentials. Moreover, the attacker can utilize techniques
from the lower layers of the internet protocol stack in order
to threaten SIP services. For instance, IP spoofing [3] or
Address Resolution Protocol (ARP) poising [4] can be the
first step of an attacker aiming to manipulate a SIP request.
Every architecture that utilizes SIP as its signaling protocol
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is susceptible to such behaviors. Many scientific works pin-
point these vulnerabilities [5–7].

In VoIP and IMS environments, different security pro-
tocols are deployed for hardening the defense against the
above-mentioned behaviors. For instance, IMS can utilize
Authentication and Key Agreement (AKA) with IPSec [8],
or the SIP Digest with TLS [8]. These protocols provide
authentication, confidentiality, and integrity services to the
communication. Also the SIP Digest can be utilized for low
resource enabled devices [9] but it provides only authenti-
cation support to SIP messages. Nevertheless, these mecha-
nisms can prevent most of the attacks originated by external
users but they cannot effectively discourage malicious sub-
scribers to launch flooding or SIP signaling attacks through
their security tunnels.

Many researchers work toward the detection of such secu-
rity incidents but most of the published results cover only
a small subset of the attacks [10–12] or are limited to the
detection of the attacks without being able to prevent them
[12–14] or utilize [15] heavy weight protocols such as Public
Key Infrastructures (PKIs) that introduced significant delays.

Other solutions such as Transport Layer Security (TLS)
and Secure Multi-Purpose Internet Mail Extensions
(S/MIME) cannot deter internal flooding and signaling
attacks and on top of that they introduce significant over-
heads [16,17].

This paper presents, to the best of our knowledge, the most
comprehensive and thorough cross-layer mechanism for the
detection and prevention of a wide range of attacks against
SIP-based environments. Furthermore, it is considered light-
weight since it does not employ processing consuming
security protocols nor expensive mathematical calculations.
Finally, it is transparent to system’s and user’s operation, it
does not impose any modifications to them, and it can be eas-
ily deployed in both IMS and VoIP infrastructures. Specifi-
cally, all the messages are first checked for their authenticity
using data gathered from layers 2, 3, and 5 of the internet pro-
tocol stack. If the SIP registration message is authenticated,
then a bind is created which correlates information of the
aforementioned encapsulated protocols. This bind is stored
into a table with the help of a bloom filter. All the incom-
ing messages are checked against the entries of this table
thus detecting all spoofed messages. However, non-spoofed
messages are not always legitimate since there are flooding
attacks which can be launched without forged SIP request.
Thus, a second statistical module is utilized that detects devi-
ations among all bindings with respect to their traffic behav-
ior. When a binding satisfies a rule that has been created
during the training period of the mechanism, then the corre-
sponding messages are dropped and their sources are black-
listed. It is worth noting that the mechanism is not restricted in
detecting only INVITE or REGISTER message floods but it
can also effectively deter constant and increasing rate floods

launched with any of the SIP’s available request methods. A
classification of flooding attacks in VoIP/IMS environments
is also presented in order to highlight all the different cases
that the intrusion detection and prevention systems have to
confront.

The paper is structured as follows: Sect. 2 briefly describes
flooding and spoof-based attacks in VoIP/IMS environments.
Sect. 3 provides a classification of the flooding attacks, while
Sect. 4 presents the proposed mechanism focusing on the
justification of its detection accuracy. Section 5 includes a
review of other researchers’ proposals in the field, as well
as a comparison of the different detection mechanisms. The
paper concludes with some assumptions and thoughts for
future work.

2 Attacks against SIP/IMS infrastructures

The SIP protocol is utilized for session establishment and
handling in IMS and in the majority of VoIP infrastructures.
The loose syntactic rules and the text-based format of the
messages comprise a lightweight and flexible protocol that
succeeds high Quality of Service (QoS) with low response
times. Nevertheless, these features also render the protocol
vulnerable to various attacks and security breaches [18–21].
The employment of a security mechanism such as HTTP
Digest [9] may deter the attacks originated from external
attackers but not from internal malicious users. The same
applies to IMS infrastructures. The employment of an authen-
tication mechanism such as AKA with IPSec [8] can nei-
ther prevent threats originating from Internal Attackers (IAs)
since they can launch attacks through their legitimately estab-
lished IPSec tunnels.

Moreover, a successful attack may involve the compro-
mise of different layers of the internet protocol stack, such as
the network or the data link layer. For instance, an attacker
may launch an ARP poisoning [22] attack in order to gather
the Authentication Vectors (AV) from a handshake, break-
ing the authentication mechanism [21] or intercepting the
communication [23].

2.1 Forged message attacks

Threats in VoIP/IMS environments may involve the manipu-
lation of layer 2, 3, or 5 messages. For the application layer,
the main attack categories are: SIP signaling manipulation,
masquerade, Man in the Middle (MitM), and replay attacks.

In signaling attacks, the attacker utilizes SIP protocol’s
requests in order to cause DoS to the server or to a specific
user. The CANCEL and BYE requests are responsible for
revoking or terminating multimedia sessions, respectively.
Spoofing the headers “From” and “Call-id” of such requests,
an attacker can terminate a session illegally. This attack can
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Fig. 1 Security level degrading
attack. The attacker
impersonates both the UE and
the home network by launching
DNS or ARP poisoning
techniques. The stronger
security mechanisms are
removed during the negotiation
with the proxy

IA - EA

REGISTER
Security-Client: ipsec-3gpp;

digest;

REGISTER
Security-Client: ipsec-3gpp;

401 Unauthorized
algorithm=MD5

401 Unauthorized
algorithm=MD5

UE Network Entities

IM
S

 C
ore

be launched through the security tunnels by an IA espe-
cially in case of a weak parser’s implementation. Another
DoS attack can be launched utilizing UPDATE or re-INVITE
requests. Specifically, the malicious user is able to mute a
multimedia session or launch a hijacking attack as described
in [10]. Authentication and integrity mechanisms may deter
the External Attackers (EAs) but they do not always provide
a comprehensive solution against malicious subscribers.

In masquerade attempts, an attacker’s objective is to
impersonate a specific User Equipment (UE) or even a user.
These attacks are known as SIP spoofing or identity theft
correspondingly. The attacker includes a stolen IP Multime-
dia Public Identity (IMPU) (or private identity–IMPI) to his
messages instead of his real one, in order to charge the pro-
vided services to victims’ identities. Thus, the IA is charged
only for the IP connectivity (during the IP allocation from the
GGSN) and not for the multimedia services provided by the
IMS. The employment of authentication and integrity mech-
anisms in messages or security tunnels cannot guarantee the
discouragement of such behaviors. A masquerade attack can
also be applied in the third layer where the attacker spoofs
the 32-bit string of the source IP address header of the packet
in order to bypass the SA-SIP check: A correlation between
the IP and the given public ID of the messages derived from
the SAs which have been established during the AKA in the
registration handshake. This procedure is executed by the
S-CSCF (in VoIP architectures such checking procedure is
not implemented since is not described in the specifications).

In a MitM attack, malicious users are placed in the middle
of the communication path between the user and the server
[24–26]. In this type of attack, the attacker bypasses both
integrity and authenticity security requirements and conse-
quently is able not only to impersonate users or network
elements, but also to gain unauthorized access to the pro-
vided services, intercept the communication channel or even
to cause denial of service. These attacks can be launched by
utilizing either ARP poisoning [4] (in layer 2) or Domain
Name System (DNS) poisoning (in layer 5) [22] techniques.
The attacker changes the IP-MAC or the domain-IP associa-
tions correspondingly in order to redirect the traffic through
him (acting as gateway) and gathers communication chan-
nel’s data.

In fact, in VoIP/IMS infrastructures, after an ARP or DNS
poising attack follows a SIP-based attack where the messages
are manipulated, imposing further damage to the system. For
instance, the attacker may spoof the ‘expires’ header of a reg-
istration request to zero causing an immediate deregistration
of the victim [27]. Another attack can be launched after a
successful MitM by downgrading the security level of the
upcoming session (Fig. 1).

Specifically, during the session establishment handshake,
the intermediate manipulates the header (security-client
value in authorization) that includes the available security
suites and removes the stronger ones [28]. Thus the S-
CSCF (or the SIP server) will inevitably choose one of the
weak security protocols that the attacker has left available in
the header. Usually, a different attack will follow since the
attacker will be able to break the employed security mech-
anism. Also a conference interception could be the result of
a MitM attack between the user and the MRFC/AS. An IA
spoofs the header Refer-to or Refer-by of the gathered mes-
sages, in order to silently invite himself in a conference room
[23]. Finally, a MitM can lead to abuse of the authentication
mechanism. As described in [21], the attacker acts as inter-
mediate between the proxy (or the P-CSCF in IMS environ-
ments) and the user, masquerading both of them, managing to
steal the AV in order to authenticate his messages. This attack
concerns only the SIP Digest authentication mechanism.

In replay attacks, a malicious user initially simply observes
and captures the signaling data between a legitimate user
and its home network. He focuses on capturing authenti-
cated messages in order to craft spoofed requests/responses
that include the authentication vector of a legitimate user
and thus facilitating the attacker to impersonate the legiti-
mate user and get access to his services. More details on
spoofing-based attacks can be found at [29].

2.2 Flooding attacks

Flooding attacks in SIP-based environments such as VoIP and
IMS are similar to attacks taking place in the transport layer
and the Transmission Control Protocol (TCP) [30]. More
precisely, when a client needs to establish a TCP connec-
tion with another host, a three-way handshake is required.
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The client sends a synchronization number (SYN) to the
server; the latter allocates memory resources for a specific
amount of time and responds with a SYN-ACK contain-
ing the received SYN incremented by 1. Finally, the client
acknowledges the reception with an ACK including the SYN-
ACK incremented by 1. At this point, connection is estab-
lished and the server releases the allocated resources. If the
client spoofs its source IP address with a non-existing one,
the server will never get the final ACK and thus the allo-
cated resources will not be released. If the client forward a
large amount of such requests, the server will soon run out
of memory resources causing DoS [31].

This can be applied during a session establishment in SIP.
For instance, the attacker may spoof the contact header of an
INVITE request. The server (or P-CSCF in IMS) will allo-
cate memory resources for session handling. While the con-
tact header points to another IP, the server will not receive the
SIP ACK request in order to release the memory resources.
A flood of such requests may lead to DoS as described above.
This is called SYN syndrome attack since it is based on
the TCP’s SYN vulnerability. The attacker can also launch
a combined forged message and flooding attack: He can
forge different messages with randomly chosen IP addresses
(Fig. 2) enhancing the impact of the SYN syndrome attack
(new memory allocation for every SIP uri/IP).

Another case of flooding attack can be launched by for-
warding an enormous amount of requests to a specific net-
work entity in order to cause large delays in active sessions or
in the session establishment procedures. The target can be the
P-CSCF or the MRFC/AS or even a UE. The latter can be eas-
ily flooded due to their limited CPU and memory resources
and the maximum incoming traffic that they can handle. The
Distributed Denial of Service (DDoS) attacks are launched
against the more hardcore network entities. The attacks are
originated by multiple sources which forward SIP requests
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Fig. 2 The SIP-based network entity is flooded with spoofed messages.
The attack target allocates resources for each message until the reception
of a response

with high rates, draining the memory and CPU resources of
the target system. The attackers can be innocent UEs/servers
or attacking networks. In the case of innocent UEs or servers
the attacker may have infected them with malicious software
turning them into zombies (called slaves or zombies because
they execute orders as dictated by the master namely the
attacker). Then, the attacker can deploy all of them at the
same time in order to flood a target machine introducing
large delays in sessions.

Another case of flooding which involves innocent enti-
ties is the INVITE reflection syndrome [13]. The attacker
sends many INVITE requests to different servers/UEs with
spoofed SIP contact header. Thus, all the involved servers
will respond to the given IP of the contact header, namely
the target machine causing DoS circumstances.

A replay attack can also be used for flooding network
entities in environments where the message authentication is
mandatory. The attacker forges the messages with (random or
fixed) IP addresses and includes the victim’s valid authenti-
cation string, bypassing the authentication. The responses do
not depend on IP addresses since they are calculated through
the following function: H (H (A1), nonce “:” H (A2)), where
H is a hash function, A1 = username “:” realm “:” password
and A2 = Method “:” digest-uri-value.

Finally, a CPU flooding attack can be launched utilizing
registration requests (Fig. 3). The malicious user can force
the IMS core or the registrar server in VoIP infrastructures, to
execute cryptographic functions which are considered com-
putationally expensive, in order to validate all the incoming
requests (i.e., for every new registration message, the IMS
core must accomplish at least: the detection of an appropri-
ate S-CSCF and the computation of new/fresh AVs). The
specific attacks, in addition to the fast memory consumption
due to numerous half-open connections, are mainly focused
on consuming target system’s processing resources. Espe-
cially in IMS environments, they can introduce delays to net-
work due to the heavy weight employed security mechanisms
and the large number of network entities that are involved in
every registration request (i.e., opens many diameter con-
nections over Cx, Dx with HSS and Gq interfaces with
PDF).

Further description can be found in the next section
(Sect. 3), while a more detailed review of flooding attacks
in SIP can be found in [13].

3 Flooding attacks’ classification

This section provides a classification of flooding attacks
and thus facilitates the analysis of the attacks in conjunc-
tion with the proposed Intrusion Detection and Prevention
System (IDPS). The behaviors have been classified in terms
of (1) the type of the messages (registration or other type
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Fig. 3 Flooding attack in IMS.
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of requests) and (2) the access level of the attacker. Addi-
tional parameters that have been considered are whether the
attacks (3) are launched from single or multiple sources,
(4) use messages that are spoofed with fixed or different
IP addresses, and (5) include or not authentication vec-
tors. Through this analysis, it is possible to deduce the
attacker’s objective and also the range of the attacks that be
mitigated.

Concerning the access level, an attacker can be Internal
(IA) or External (EA). An IA is the entity that has a legitimate
subscription to the IMS services and uses its credentials in
order to launch flooding attacks. Especially in IMS environ-
ments, they can launch attacks through the security tunnels
when AKA with IPSec [8] is employed. On the other hand,
the EA does not have any legitimate subscription to the server.
However, the latter can launch flooding attack since the first
registration request is sent without any protection both in
VoIP and IMS environments according to specifications [2]
and [1], respectively. Furthermore, we discriminate between
registration messages and the rest of SIP requests due to
their crucial difference: The registration requests are sent
without security protection, while almost all others require
authentication such as IMS AKA with IPSec [8], SIP Digest
[9] or SIP Digest with TLS [8]. Such attacks can be launched
with spoofed or legitimate messages.

Identifying whether an attacker uses a fixed SIP-IP or not
(the same attacker utilizes the same SIP message with vari-
able “from” header) enables the determination of the type
of the attack and its target (e.g. resources exhaustion, brute
force, end-user flooding). These different categories can be
further divided relating to whether a message contains a
valid authentication string or not and consequently to con-
clude the target of the attack (e.g., CPU resources exhaustion,
end-user flooding, etc.). Finally, there are two main types of
DoS attacks: the distributed (DS) and the single source (SS).
This final classification is of major importance because the

attacker can “silently” flood the servers utilizing lower rate
flooding attacks from different machines (zombies) at the
same time. Figure 4 depicts the above-mentioned classifica-
tion tree of flooding attacks. The circles denote the target and
the specific type of the attack.

3.1 Internal attacker

A legitimate subscriber may act maliciously (as an IA) by
launching flooding attacks from SS. The utilized messages
can be either registration or non-registration requests. If the
attacker uses different spoofed IPs in the malicious mes-
sages, then he probably launches a SYN syndrome attack
or a resources exhaustion attack (see Sect. 2) by forcing
the server to open an enormous amount of encrypted con-
nections (over Dx, Cx) with the HSS and challenge string
calculations. This observation is based on the fact that
the attacker avoids the reception of all responses and also
tries to allocate server’s memory resources per different IP
address.

In the case where the attacker utilizes spoofed registration
messages with the same IP address in all messages, it can be
deduced that he launches a brute force attack trying to break
user’s password or resources exhaustion attack as formerly
noted, utilizing a powerful attacking server. This is based on
the fact that the attacker needs to gather the server’s 401 and
200 OK responses.

Another SS attack can be launched by an attacker uti-
lizing other SIP signaling messages such as the INVITE
request. Depending on the type of the DoS, the attacker
decides to spoof or not the specific INVITE message. When
an end-user is the target of the attack, the malicious sig-
naling traffic must be authenticated so the attacker does
not spoof the IP addresses. Therefore, an enormous amount
of apparent legitimate (the originator is a subscriber and
the messages have been authenticated) traffic reaches the
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Fig. 4 Flooding attack’s classification tree

user’s UE causing DoS. If the messages are not authenti-
cated, they can also lead to DoS as a resources exhaustion
attack.

All the above-mentioned cases of attacking possibilities
exist and can be launched from multiple sources either as an
invite reflection or zombie attacks (see Sect. 2). Actually, in
terms of classification, SS and DS differ only in the effects
they can induce to the network/servers due to the massive
amount of traffic that the latter can utilize. Therefore, when
the attacking entities forge registration messages, they can
achieve not only a resources exhaustion attack but also a
SYN syndrome attack. The reason is the enormous amount
of different requests (i.e. different IP address per request) that
reach the servers.

Also in DS attacks, where invite or other non-registration
requests are utilized, the core network entities are also threat-
ened due to the large volume of traffic and resources deployed
by the attackers. If the requests are deliberately unautho-
rized, they can cause resource exhaustion to the core servers,
as in SS attack, and also a SYN syndrome effect (many IP
addresses). The same is true for not spoofed SIP messages
with random IP addresses. Moreover, a reflection syndrome
can be achieved with not spoofed messages because the inno-
cent servers/UEs are involved without any spoofed headers;
note that only the originator (namely the attacker) spoofs the
contact header. This is also the case when the messages are
spoofed with fixed IPs with the exception of unauthenticated
ones: the SYN syndrome in this case is not possible because
numerous messages reach the servers but with the same IP;
hence, no more memory resources will be allocated.

3.2 External attacker

An EA can launch flooding attacks both from SS or DS. Basi-
cally, an EA does not have a subscription to the server, and
thus, many of the attacks cannot be launched. As a matter of
fact, when AKA IPSec is employed, the tunneling is manda-
tory for every session between the P-CSCF and UE except
for the first registration message, as the IMS’s specifica-
tions [8] defines. Therefore, non-registration requests can be
forwarded to the proxies only when SIP Digest, GPRS-IMS-
Bundled Authentication (GIBA) [32], or the NASS-IMS-
Bundled authentication (NIBA) [33] are employed. These
cases are represented with dotted arrows in Fig. 4. More-
over, the non-registration requests originated by an EA can
only be spoofed and unauthenticated. The authenticated ones
fall into the IA’s category. Therefore, either SS or DS flood-
ing attacks can lead to DoS by exhausting CPU’s resources
or by a SYN syndrome if the IPs have been chosen randomly.

As described in the previous section (see Sect. 2), an EA
can flood a target with stolen authentication strings (replay
attack) when SIP Digest is employed, since the calculation
of responses on this security protocol does not depend on
IP addresses. If the replay attack is not launched or it is not
successful, the large volume of unauthenticated traffic can
lead to CPU resources exhaustion in the case of fixed IP
addresses. Otherwise, the randomly chosen IP addresses add
the probability of a SYN syndrome attack through a large
amount of half-open connections (server maintains a specific
amount of memory per IP for a predefined and fixed period
of time—see Fig. 2).
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However, registration messages can be forwarded from an
EA and processed by the signaling core due to the lack of
authentication requirements. Taking into account the afore-
mentioned facts about the registration messages, it can be
deduced that their effects on the architecture are exactly the
same in both cases, irrespective of whether the attacker is
internal or external.

4 Proposed mechanism

According to Sect. 2, threats in SIP/IMS environments may
originate from different layers, since the attacker attempts
to exploit more than one of the protocol’s vulnerabilities.
It is therefore important for the IDPS to be able to detect
such behaviors before they become a threat for the higher
layers and affect multimedia services. The proposed IDPS
is based on the concept of the cross-correlation table that
has been presented in [23,29]. More specifically, a table is
being employed in order to maintain specific information
for every registration request from layers 2, 3, and 5 of
the protocol stack with every row maintaining the specific
requests’ values after their successful registration. Table 1
presents a simplified instance of such a table. The columns
“C” and “Variables/threshold” are employed only by the
extended mechanism (ext.) and are utilized for detecting
flooding attacks. A detailed description can be found later
in this section. A decision tree has been also introduced in
order to facilitate the discrimination between fake and legit-
imate messages.

The proposed mechanism consists of two distinct mod-
ules: the first one is responsible for registration requests
while the other module for all remaining requests. It has
been designed not only to prevent spoofing attacks, such as
SIP signaling, UE, and User ID impersonation, MitM, but
also attacks against system’s availability known as flooding
attacks. It is true that many flooding attacks utilize spoofed
messages and they can therefore be mitigated. However, they
can be also launched without spoofed messages, for instance
though a security tunnel. Considering Fig. 4, we can pinpoint

(red circles) eight cases of flooding attacks that the mecha-
nism presented in [29] is not able to deter:

(I) If a UE and a user id have never been registered before,
namely it is the first registration message, this message
will be dropped. This happens because there is not any
record for this specific combination. Thus, the UE can-
not be registered. On the other hand, if the IDPS gives
unprotected access only for registration messages, the
architecture will be vulnerable to flooding attacks.

(II) In case of an IA who authenticates all his messages
without forging them, neither a conventional firewall
nor a security mechanism such as IPSec can detect
them during a flooding attack.

(III) These requests are not spoofed but they are unau-
thenticated. Taking into account that the IA is already
registered, he can utilize his legitimately established
security tunnel to send them. According to specifica-
tions [8], after the tunnel establishment, authentica-
tion vectors are not included in SIP messages. Hence,
flooding attacks in such a case cannot be deterred.

(IV) This case is similar to I
(V) This case is similar to II

(VI) This case is similar to II
(VII) and (VIII) These cases are similar to I

The above-mentioned attacks are addressed by the proposed
extended IDPS. More specifically, all cases depicted in Fig. 4
can be detected and mitigated through the deployment of the
second module (Module II).

4.1 Mechanism description

The proposed mechanism consists of two modules (Fig. 5).
The first module handles every incoming message, takes
decisions about its originality, and decides whether it will
be routed it to its destination or not. The main concept is
based on cross-layer binding between six values that can be
gathered from layers 2, 3, and 5 of the network protocol stack.
These values correlate a specific UE with a session, a set of IP

Table 1 A simplified instance of the proposed mechanism’s cross-layer correlation table

C UE IP address IMPI/IMPU Method Variables/threshold

E0 Counter MAC12 IP12 SIP12 ID12 REGISTER Flooding detection:
variables/thresholds

E1 MAC24 IP24 SIP24 ID24 REFER

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

En MACn IPn SIPn IDn INVITE

Layer 2 Layer 3 Layer 5

Ext. Ext.
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Fig. 5 Proposed mechanism’s architecture

addresses, and the identities of the subscribers. For instance,
the frames located at the data link layer (layer 2) bear the
network or MAC address of the utilized UE. Furthermore,
the binding among the IP address of the 3rd and 5th layer
and the MAC address must be unique at a specific point of
time.

For every incoming message, a tuple Ei , ∀i ∈ {0, . . ., n}
is generated, where n is the number of incoming messages
and n ∈ N .

Every Ei passes through the spoof checking module which
decides whether the message is legitimate, and thus, whether
it will be forwarded to the second module or it will be dropped
according to some rule of the Policy Enforcer (PE). The lat-
ter holds a blacklist of known malicious Ei . An incoming
message is firstly checked for existence in the PE’s list. Only
the non-listed messages should be forwarded and handled by
the next modules.

Afterward the legitimate Ei is fed to the second module
which consists of two tables: the registration table for holding
registration messages’ data and the request table that holds
the data of all the other requests. Every Ei is stored to one of
these tables, depending on the type of the request.

The position of the table where a tuple must be stored is
calculated according to the the bloom filters theory [34]. A
bloom filter is a data structure that can be utilized for testing
the existence of an element xi in a set X . Every xi is hashed
through λ different hash functions. The result of every hash
function points to a specific position of a vector of m bits.
The vector’s length is equal in bits as the output of the hash
functions. Initially, all the vector’s bits are zero. When a hash
output points to a specific position, it turns the null bit to 1.

h1(x5) hλ(x5)h2(x5) . . .

10 45 0 0020 0 00

0

m bits vector

Fig. 6 Counting bloom filter

A xi exists in the set/vector when all λ outputs point to posi-
tions with all of them having a value of 1.

A more advanced bloom structure is the counting filter.
The conventional filter does not allow any other operations
(e.g., subtraction or summation) than simply turning the zero
bits to 1. The counting bloom filters are capable of count-
ing how many times a hash output points on specific table
position (Fig. 6).

This model is being employed in order avoid searching and
sorting through the second module’s tables: The first column
in both tables is a counting bloom filter. The input to the
hash functions is the tuple Fi = {MACi , IMPIi , IPi }, FI ⊆
Ei . These three values denote a unique combination that is
extracted from every Ei .

Therefore, the precise position for every user per UE/IP on
the tables is the value H(Fi ). Both of the tables have eleven
different columns as depicted in Table 2: C is the counting
bloom filter that provides the mechanism with information
about the number of messages per subscriber/UE and elim-
inates the time needed for detecting a specific tuple’s posi-
tion. The values MAC, IP, SIP-IP denote the corresponding
address at layer 3, 4, and 5 of the network protocol stack that
have been involved in a specific request. The IMPI/IMPU
holds the private/public id of the corresponding incoming
message. The TS holds a timestamp and T.Dist the time dis-
tance between the last two timestamps that has been cal-
culated by: T .Dist = TSi − TSi−1, where i is the number
of messages that were stored in a specific row. Init.D_Avg
and Curr.D_Avg denote the initial and current T.Dist value,
respectively. Finally, the Trs value is a threshold for alarm
triggering in single source flooding attacks. The purpose and
use of these values are described in Sect. 4.2 below. The
monitoring method is depicted in Fig. 7, while Fig. 8 pro-
vides the pseudo-code of the monitoring procedure and of

Table 2 Requests’ table

C MA IP SIP-IP IMPI/IMPU Method TS T. Dist Init. D_Avg Curr. D_Avg Trs.

H(F74) → 54 MAC11 IP11 SIP-IP11 clam INVITE 100 15 14 10 1
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the way the incoming messages are handled by the proposed
mechanism’s components.

4.2 Spoofing detection method

In order to provide a more accurate and descriptive pre-
sentation of the proposed mechanism’s spoofing detection
procedure, we define the following sets for every one of the

network layers involved: M = {the set of MAC addresses},
I = {the set of IPs}, S = {the set of SIP-IPs}, D = {the set of
IMPIs and IMPUs}, A = {the set of SIP methods}. More-
over, if R = {REGISTER} then R ⊆ A. Therefore, Ei =
{mi , ii , si , ai , di }, where mi ∈ M, ii ∈ I, si ∈ S, ai ∈ A
and di ∈ D. Also, Ki = {mi , ii , si , di } and O = ⋃n

i=1 Ki

and finally W = ⋃n
i=1 Ei .

For every incoming message, the values Ei and H (Fi )
are generated. The spoofing module (module I) detects the
position H (Fi ) on the registrations’ table and retrieves the
corresponding Ci ‘s data. Let Ec be the corresponding tuple.
The mechanism proceeds with the execution of the following
procedure between tuples Ei and Ec (Fig. 9).

If Ei ∩ Ec = ∅ and ai ∈ R, then Ei corresponds to a
new registration procedure; therefore, there is no identical
set in W . If the specific message has been authenticated and
ii = si (intra-packet check), then the corresponding tuple
will be forwarded to module II. There, it will be stored in
the registration table, denoting the first registration and the
binding of the specific UE-subscriber for this specific period
of time.

If Ei ∩ Ec = ∅ and ai /∈ R, then there is no identi-
cal set in W ; thus, the message has been spoofed and shall
be dropped. The PE has to be updated as well with the Ei

tuple. The UE is actually not yet registered and this is derived
from the fact that the two (Ei , Ec) sets do not have common
elements.

If Ei ∩ Ec �=∅, then at least one of the mi , ii , si , ai , di ∈
Ec.

(i) Let only mi ∈ Ec, then ii , si , ai , di /∈ Ec. There-
fore the corresponding message shall not be processed
because this corresponds to an identity theft attempt

Fig. 8 Mechanism’s message
handling pseudo-code
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Module I – Detection Method

Fig. 9 Module’s I spoofing detection method

(see Sect. 2.1) or the IP addresses have been spoofed.
The specific Ei must be forwarded to the PE.

(ii) Let di , mi ∈ Ec, given that ii , si /∈ Ec, then if ai ∈ R
and ii = si , the corresponding tuple (H (Fi )) shall be
updated only when the message has been successfully
authenticated. This registration message comes from
a UE that has changed location and has been given a
new IP address.

(iii) Let ai , mi ∈ Ec given that ii , si , di /∈ Ec. If ai ∈ R
then the corresponding registration message has been
initiated from the same UE but the subscriber has
changed. After the successful registration the corre-
sponding sc has to be updated with the incoming si . For
instance, a user swaps the Universal Integrated Circuit
Board (UICC) with another one utilizing the same UE
and proceeds to a new registration procedure. The case
where ai /∈ R is covered in (i).

(iv) Let only si , mi ∈ Ec, then there is application or
network layer spoofing attempt and the correspond-
ing message shall not be processed. The PE must be
updated with the specific Ei .

(v) Let only ii , mi ∈ Ec, then it is straightforward
that si, ∈ Ec, and thus, there is an application
layer replay or SIP signaling attack and the mes-
sage shall be dropped. The PE must be updated. The

attacker has reused a previously gathered SIP message
from another subscriber. The attacker’s objective is to
bypass authentication mechanisms.

(vi) Let the ii , mi , si ∈ Ec, the message includes an
IMPI/IMPU from another subscriber. This identity
theft attempt comes from an IA and the message shall
be dropped. The Ei is forwarded to the PE. We can
assume that the attacker is an insider because a regis-
tration for his UE already exists in the table (the only
element that does not belongs to Ec is the di ). This
behavior may enable the attacker to charge the pro-
vided service to the actual IMPI/IMPU owner.

(vii) Let the mi , ii , si , di ∈ Ec, then also mi , ii , si , di ∈
Kc. Then, the sets Ki and Kc are identical (Ki = Kc)
and the message is a legitimate one and shall be
processed. When Ki = Kc, the message is legitimate
irrespectively if ai ∈ Ec.

(viii) Let only the ii ∈ Ec then mi , si , ai , di /∈ Ec.
The message that corresponds to this specific tuple is
spoofed and shall be dropped. The PE function must
be updated.

(ix) Let the ii , si , di ∈ Ec. If ai ∈ R, then the corre-
sponding message shall be processed because it can
be considered as a legitimate one. The subscriber has
initiated a registration procedure utilizing a new UE
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and the tuple has to be updated (with the new MAC
address) after a successful authentication. If ai /∈ R,
then the IPs of both protocols (SIP and IP) are spoofed
or there is an ARP poisoning attempt. The correspon-
dence between MAC and IP has changed and the sets
Ei �= Ec and Ki �= Kc.

(x) We know that Kc ⊂ Ec because ac /∈ Kc then of course
neither ai /∈ Kc. Therefore if Ki ∩ Kc = ∅, given that
Ei ∩Ec �= ∅, it is derived that only ai ∈ Ec. Then, if the
specific ai ∈ R and ii = si the message comes from
a UE that has initiated a registration procedure for the
first time. The tuple that corresponds to the specific Ei

has to be updated (ii → ic and mi → mc) and stored to
the registration table after a successful authentication.
Otherwise, if ai /∈ R or ii �= si the message is spoofed
while an unregistered UE tries illegally to forward a
message or to be registered with forged IP.

(xi) Let only the si ∈ Ec then mi , ii , ai , di /∈ Ec. The
message is spoofed at the application layer. This can
be a replay attempt or a SIP signaling attack initiated
from an external user. The deduction that the attacker
comes from the outside is derived from the fact that
none of mi , ii belong to Ek ; thus, the specific UE has
not been registered until then. The PE is informed for
that action.

If the cross-checking between Ei and Ec concludes that
the message is not spoofed, then the Ei is forwarded to mod-
ule II. Even though the specific message may not be spoofed,
it is not known whether it is also a legitimate one (it may be
part of a flooding attack).

4.3 Flooding attack detection method

The second module is fed with the Ei that has successfully
passed the cross-correlation checking of module I. Every Ei

has always its own same position on the table, and thus, the
values are overwritten except for Init.D_Avg. The latter value
is calculated during the initial handshakes of a specific UE
with the server. If the T.Dist between two consequent mes-
sages is smaller than the average (T.Dist_Avg), the Trs value
is incremented by 1. The T.Dist_Avg is calculated during a
training period of 30 min in a normal traffic environment:

T.Dist_Avg =
m∑

i=1

T.Disti/z (1)

where z is the number of Ci �= 0. An alarm is triggered
(SSalarm) when the Trs exceeds a predefined number of mes-
sages that are below the T.Dist_Avg. The specific Ei tuple is
send to the PE in order to deny access to the corresponding
UE.

In case of distributed flooding attacks, the attacking
entities may flood the server with low rate of consequent
messages so as not to exceed the T.Dist_Avg value. Such a
behavior can be detected utilizing the Init.D_Avg and
Curr.D_Avg values in conjunction with the average of the
incoming messages (Init.C_Avg) and the sum of them
(Init.C_Sum). The Init.C_Avg and the Init.C_Sum can be
measured during the training period by function (2) and (3)
correspondingly:

Init.C_Avg =
m∑

i=1

Ci/z (2)

Init.C_Sum =
m∑

i=1

Ci (3)

Init.C_Sum_Avg =
m∑

k=1

Init.C_Sumk (4)

where k is the number of executed trainings.
If function (4) grows with an unusual rate, an alarm is trig-

gered (DSalarm1). A tolerance rate (tr) should be estimated
according to the server’s capabilities during high traffic peri-
ods. Thus, if the Curr.C_Sum > Init.C_Sum_Avg + tr, then
a DS flooding attack is under way. As already mentioned,
the attacking entities cannot be detected by calculating only
T.Dist since it may not be exceeded and the alarm not trig-
gered. Therefore, the suspicious subscribers are those with
current value of Ci greater than Init.C_Avg + tr2. Also attacks
can be prevented by detecting variations between Init.D_Avg
and Curr.D_Avg of every row. An alarm is triggered when
the fraction in function (5) tends to a predefined number x .

lim
Curr.D_Avg→0

Curr.D_Avg/Init.D_Avg = x . (5)

Therefore, the decrement of the average response time of
the specific tuple is calculated. If that happens, for instance,
with a rate of 60 %, namely x = 0.4, during the first DS flood-
ing alarm (DSalarm1), it can be derived that the Ei has been
involved in the attack (DSalarm2), and thus, the PE must be
informed in order to restrict its access to the server. Another
attack case that can be detected by (5) is the increasing rate
flooding attack [35].

In such situations, the attackers try to bypass a traffic
rate-based detection mechanism by gradually increasing the
attack rate. Therefore, the distance average is decreased grad-
ually until very low values. This can be detected employing
function (5) that calculates slight or enormous deviation in
UEs’ traffic behavior. The detection is illustrated in Fig. 10.
The SSalarm can detect only CR attacks by calculating
function (1), where the attackers send an huge amount of
messages per time unit. On the other hand in IR attacks,
the gradual increment of flooding rate slowly decreases the
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Fig. 10 Detection of increasing and constant rate attacks

T.Dist_Avg value, and thus, function (1) tends to be incapable
to cope.

Another point of major importance is that function (5)
provides the IDPS with the appropriate information for dis-
tinguishing between legitimate users and attackers when both
trigger the DSalarm when the filter lacks adequate training.
In such cases, the distributed source alarm is triggered, while
the sum of Ci grows bigger over the time. The mechanism
may trigger a false alarm for both legitimate messages and
malicious ones but when it will seek for the specific Ci that
have been involved in the attack, it will only detect the attack-
ers. This occurs due to the fact that function (5) will still tend
to 1 (note that Curr.C_Avg ≈ Init.C_Avg) for the legitimate
users and to 0 for the actual attackers.

4.4 Evaluation

The proposed mechanism has been evaluated in terms of
memory consumption and efficiency in attack detection. The
test bed architecture (Fig. 11) consists of the Open IMS plat-
form [36], three legitimate call generators (LCG), and one
malicious call generator (MCG) for initiating flooding and
spoofed message attacks. The IMS server with the proposed
mechanism has been installed on a dual core machine at
2.4 GHz with 4 Gigabytes of RAM, while the call genera-
tors have been initiating messages through two 2 GHz dual
core machines with 1 and 2 Gigabytes of RAM correspond-
ingly. Finally, the attacker has been installed one a single core
machine at 2.2 GHz with 1 Gigabyte of RAM.

4.4.1 Memory consumption

Three traffic scenarios have been employed for evaluating
bloom’s filter memory consumption with two different vector

Fig. 11 The employed test bed architecture for evaluating the proposed
mechanism

Table 3 The employed scenarios for evaluating memory consumption

CPS Size Description

20 cps 2k
5 k

In this scenario the Legitimate Call
Generators (LCG) communicate
through the IMS Core at a pace of 20
calls per second (cps). The bloom filter
has a size of 2,000 and 5,000 cells

50 cps 2 k
5 k

In this scenario the (LCG) communicate
through the IMS Core at a pace of
20 cps. The bloom filter has a size of
2,000 and 5,000 cells

70 cps 2 k
5 k

In this scenario the (LCG) communicate
through the IMS Core at a pace of
20 cps. The bloom filter has a size of
2,000 and 5,000 cells
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Fig. 12 Memory resources consumption in three different traffic sce-
narios with bloom filter size of 2,000 registers

sizes per scenario. The scenarios are presented in Table 3.
Considering Fig. 12, the allocated memory resources, when
the bloom table employs 2,000 registers (which corresponds
to 2,000 subscribers), is relatively low in all traffic scenar-
ios. However, there is a difference of 140 % between the
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Fig. 13 Memory resources consumption in 3 different traffic scenarios
with bloom filter size of 5,000 registers

20 calls per second (cps) and 50 cps. On the other hand, a
small increase (33 %) in memory consumption is observed
when the traffic grows from 50 cps to 70cps. Almost the
same results are derived when the bloom’s size is increased
to 5000 registers in order to host the corresponding amount
of subscribers. There is a difference of 144 % from 20 to
50 cps and 38 % from 50 to 70 cps (Fig. 13). It is also
illustrated that the different sizes of the bloom filter do
not significantly affect the amount of the allocated mem-
ory resources as much as the increment of traffic does. The
bar chart in Fig. 14 includes a comparison of the aver-
age memory consumption between the two different bloom
sizes. In 20 cps scenario, both bloom sizes consume the same
amount of memory while the same is true for the 50 cps
scenario. Only a slight increment of 6 % can be observed
in 70 cps scenario between the small and the larger bloom
table.

4.4.2 Accuracy in attack detection

For an IDPS, it is extremely important to produce the low-
est possible number of false positive alarms. A large number
of false positives degrades the quality of the provided ser-
vices while the system causes a denial of service to its own
environment and consequently to the legitimate users. On
the other hand, a mechanism that produces a large number
of false negatives does not affect the legitimate users but it
cannot efficiently detect attacks.

For visualizing the performance of the proposed mech-
anism, we use the receiver operating characteristics (ROC)
graphs. To design such a graph, the following four values
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Fig. 14 Comparison of average memory consumption between differ-
ent sizes of bloom filter

are required: the number of false positives (FP—Legitimate
messages which are misclassified as attacks), the number of
true positives (TP—Malicious messages which are detected
as attacks), the number of false negatives (FN—Malicious
messages that passed as legitimate ones), and finally the num-
ber of true negatives (TN—Legitimate messages that are cor-
rectly classified as legitimate traffic).

The true positive rate (TPR), also called sensitivity or hit
rate, calculated by equation (6) [37].

TPR = TP

TotalPositives
= TP

TP + FN
(6)

The false positive rate (FPR), also called false alarm rate,
calculated by equation (7).

FPR = FP

TotalNegatives
= FP

FP + TN
(7)

Legitimate and malicious traffic scenarios have been run
on the same test bed architecture (Fig. 11) in order to cal-
culate the TPs and FPs rates. All scenarios have been run
with normal background traffic of 10 cps. The flooding and
the spoofing detection modules are tested with three and five
scenarios correspondingly (Table 4). Considering the ROC
graph of Fig. 15, we can deduce that the spoofing module
almost produces zero number of false alarms, and at the same
time, it has detected all the malicious spoofed messages ini-
tiated by the MCG in scenarios S B2, S B3, and S B4.

False negative rates are slightly increased in increasing
rate flooding attacks (Fig. 16) due to the fact that the spe-
cific attack requires many messages to develop. However,
it does not have any impact to the system until it reaches
the threshold values. At this point, the specific alarm is
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Table 4 The employed scenarios for estimating mechanism’s detection accuracy

Testing point Sc. no. Description

Module I S B1 Legitimate Traffic between the LCG #1 and LCG #2 through the OpenIMS core at a pace of 10 cps

S B2 MCG launches 1,500 messages with spoofed ID (“From” header) while S B1 is being carried out

S B3 MCG launches 1,500 messages with spoofed MAC address while S B1 is being carried out

S B4 MCG launches 1,500 messages with spoofed IP address while S B1 is being carried out

S B5 LGC #3 launches 3,000 legitimate messages while S B1 is being carried out

Module II S B6 MCG launches constant rate flooding attack when S B1 is being carried out

S B7 MCG launches increasing rate flooding attack when S B1 is being carried out

S B8 S B7 while the proposed IDPS mechanism is poorly trained and configured
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Fig. 15 Spoofing module’s ROC graph for scenarios S B1–S B5. There
are almost zero false alarms and the detection rate is very high

triggered and the attacker is deterred. The same graph illus-
trates that the false positives tend to zero in constant rate
attacks with a high detection rate (high TPR). On the other
hand, considering S B8, we can pinpoint that the mecha-
nism produces a large number of false positives and true
positives at the same time. This is due to the inadequate
training of the mechanism. This occurs when the scenarios
exceed the time of the training period (30 min), and thus, the
collected mean values, as described in Sect. 4.3, are much
smaller. Therefore, only the distributed source alarm is trig-
gered, while

∑
Ci grows bigger over time. However, the

mechanism may wrongly trigger the DSalrm for both legit-
imate messages and malicious ones but when it will seek
for the specific Ci that have been involved in the attack
it will only detect the attackers. This happened due to the
fact that the function (6) tends to 1 for the legitimate users
(while the Curr.C_Avg ≈ Init.C_Avg) and to 0 for the actual
attackers.
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Fig. 16 Flooding module’s ROC graph for scenarios S B6–S B8

5 A comparative study

Various different approaches and proposals of how VoIP and
IMS environments can be hardened against attacks can be
found in the related literature. However, most of them are
focused on the detection without being able to actively deter
the attackers, while there are only a few that can discourage
specific cases of the above-mentioned attacks.

In [14], a flooding detection model is introduced based on
priority queues. More specifically, it deploys two queues, one
of high and one of low priority. All the INVITE messages
are inserted in the low-priority queue, while the responses are
inserted in the high priority one. The messages in low-priority
queue will be processed only when the high priority queue is
empty. The result is that the legitimate requests are the ones
handled first while their responses are in higher priority. On
the other hand the INVITE messages are processed with an
increased delay but the server can still be online avoiding
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DoS consequences. Moreover, the illegitimate INVITEs are
discarded faster since they do not come with responses and
thus the high priority queue remains empty. Nevertheless,
this model does not actively deter or block the attacker but
only mitigates the effects of the flooding attack. Furthermore,
the attacker can bypass the mechanism by flooding the server
and consequently the two queues, both with INVITE requests
and responses (e.g. 100, 200, 180 etc.).

In [13], the authors utilize bloom filters and a SIP-specific
metric called “session distance”, in order to correlate the
number of the received requests with the number of 200 OKs
and ACKs and thus detect deviations from the normal traffic.
Similarly, in [12] a DoS mechanism that extends the detection
to the transport layer is proposed. The mechanism detects
traffic abnormalities by calculating the Hellinger distance
between requests and responses taking into account not only
the SIP traffic but also the transport protocol’s traffic. Both
of the mechanisms do not provide a methodology to detect
and deter the attackers but are only triggering alarms when a
flooding attack is under way. Moreover, they are only focused
on the INVITE request flooding attack case.

Faweett [38] describes a mechanism that monitors REG-
ISTER messages. A successful registration takes place when
a 200 OK is received by the server which includes the REG-
ISTER value in the CSEQ header. Then, a tuple is created in a
table containing information gathered from the SIP message:
the user’s identity (UID), the UE’s IP address a timestamp
and the duration of the specific registration in seconds as it
is derived from the expires header. The UID acts as primary
key in the table. This table is actually a white list and there-
fore only the stored UIDs will be processed. This mechanism
does not offer any protection against IAs which have a legit-
imate subscription and can authenticate all of their requests.
Moreover, it is unable to deter INVITE flooding attacks and
it cannot be deployed in IMS infrastructures in conjunction
with security tunnels because the messages do not contain
SIP authentication except for the first REGISTER request.
Messages with forged UIDs can bypass the mechanism, and
finally, DDoS attacks are not handled.

Wu [10] presents a mechanism which utilizes rules in order
to examine events developed in VoIP architectures. An alarm
is triggered when a collection of events corresponds to a
predefined rule. This alarm indicates that an attack occurs.
The majority of the rules are based on an end-to-end matching
rule which actually detects deviations in signaling flows. This
mechanism is able to detect MitM and billing fraud attacks.
However, an attacker may bypass the rules by launching a
layer 3 impersonation attack. Finally, this approach does not
offer protection against many MitM, signaling, and flooding
attacks.

A flooding attack prevention mechanism is presented in
[39]. The authors propose a detection mechanism that is
able to detect DoS including some SIP signaling attacks.

Specifically, Honey Pot architecture is deployed in order
to provoke attacker’s interest and thus gather useful data
toward the detection of such attacks. Utilizing anomaly and
signature-based detection techniques, the mechanism creates
profiles of “normal behavior” for users and network entities
and signatures of known attacks. Any deviation from the
normal behavior standards can be considered as an attack.
An attack is detected by correlating different events through
specific rules. For instance, the BYE signaling attack can
be detected by spotting orphan RTP flows after a period of
time (only from one participant while the other has received
the BYE message) utilizing signature-based correlation with
attack patterns.

In [40], the authors propose a mechanism for integrity
protection in SIP messages. Specifically, all the contents of
the SIP messages are hashed including the header and the
body of the message with the user’s password. Also, this
model proposes the embodiment of an extra header (Verify-
Body) which contains all the necessary information (e.g.,
username, hash function, realm, etc.) for the server in order to
verify the integrity of the message. Although this mechanism
can deter signaling attacks, replay, and MitM attempts in the
SIP layer, it cannot prevent flooding attacks and MitM in all
remaining layers.

Another approach for detecting spoofed calls is presented
in [41]. The authors propose a method for profiling net-
works by extracting characteristics from audio streams. The
extracted data are a combination of noise characteristics and
packet loss which are adequate to build call/provider pro-
files. Their proposal is based on the observation that while
the audio stream traverses through different networks, it is re-
encoded by each network using different codes and bit rates
(different network technologies use different audio codec
specifications). As the audio is re-encoded, its quality is
degraded providing enough information for the mechanism
to make fingerprints from these artifacts. This approach can
efficiently detect the actual call origin but only when the
audio stream is included. Thus, all the signaling attacks can-
not be deterred. Moreover, it cannot detect spoofing attacks
when the attacker comes from the same physical location,
and finally, it does not address flooding attacks.

A comparison among the above-mentioned proposals,
with respect to their efficiency in detecting and preventing
the attacks described in Sect. 2, is provided by Table 5.

6 Conclusions and future work

This paper introduces an intrusion detection and prevention
system (IDPS) that can be deployed both in IMS and VoIP
infrastructures that utilize the SIP as the signaling proto-
col. The detection covers most of the spoofed SIP message
attacks and also flooding attacks when originated either from
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Table 5 Comparison of security mechanisms

Layer Threat category Attack Proposed [14] [10] [39] [12,13] [38] [40] [41]

D P D P D P D P D P D P D P D P

Layer 5 SIP signaling BYE � � X X � X � � X X � � � � X X
CANCEL � � X X � X � � X X � � � � X X

Re-INVITE � � X X � X X X X X � � � � X X

UPDATE � � X X X X X X X X � � � � X X

Masquerade/ID Theft UE impersonation
(SIP-IPs)

� � X X X X X X X X � � X X X X

User impersonation (SIP
IDs)

� � X X X X X X X X � � � � � �

MitM Registration expiration � � X X X X X X X X � � � � X X

Bid down � � X X X X X X X X � � � � X X

Generic authentication � � X X X X X X X X � � � � X X

Conference interception � � X X X X X X X X � � � � X X

Replay SIP replay � � X X X X X X X X � � � � X X

Flooding attacks Non-INVITE � � X X X X X X X X X X X X X X

Invite � � � � X X � � � X X X X X X X

Single source � � � � X X � � � X X X X X X X

Distributed source � � � � X X � � � X X X X X X X

Layer 3 Masquerade (L3) UE IP spoof � � X X X X X X X X X X X X � �
Layer 2 MitM (L2) ARP poison � � X X X X X X X X X X X X X X

With D is denoted that the mechanism provides only attack detection while with P that it can also prevent the attack

single or distributed sources. Its design poses a lightweight
mechanism, free of complex and resource demanding cal-
culations, a very crucial factor in such environments where
QoS is of top priority. It also provides high detection rates
with false alarms that approach zero (even when the filter
is inadequately trained and configured), a parameter that is
very crucial for such mechanisms. The online position in
the network offers real-time detection and prevention of the
attacks, and its cross-layer structure facilitates the detection
of an incident from the lower layers of the internet protocol
stack. It is also covers the majority of the security breaches
that can be developed in SIP environments in relation to the
ones proposed in literature [10,12–14,38–40].

Our objective is to extend the mechanism in order to cover
the rest of the attacks that can be launched against such
infrastructures. Specifically, malformed message attacks are
posing a threat even in the more contemporary implementa-
tion and can cause DoS introducing large amount of overhead
in the communication [42].
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