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Abstract: Recent mobile devices, which adopted Eureka-147, terrestrial-digital multimedia broadcasting (T-DMB) systems, are
developed as integrated circuit. As a result, the space of memory expands hardly on mobile handheld. Therefore most mobile
handheld must operate a lot of application on limited memory. To solve the problem, most of the mobile devices use some
kind of compression algorithms to overcome the memory shortage. Among such algorithms, Huffman algorithm is most
widely used. In this study, the authors present a novel binary tree expression of the Huffman decoding algorithm which
reduces the memory use approximately by 50% and increases the decoding speed up to 30%. The authors experiment the
decoding speed on an evaluation kit (SMDK 6400), which is a T-DMB mobile handheld with an advanced risk machine
processor. Later to enhance the decoding speed, the authors present an optimum Huffman decoder based on hardware

implementation.

1 Introduction

Terrestrial-digital multimedia broadcasting (T-DMB), based
on Eureka-147 digital audio broadcasting, is now employed
as a marvellous broadcasting system for mobile handheld. It
is able to provide a multimedia broadcasting public service
under a fixed, portable mobile environment [1]. However,
the limited memory of a mobile device limits the operation
of various multimedia applications on the mobile device.
To overcome such a problem, Huffman code is widely used
on mobile devices

Since Huffman encoding scheme was proposed by D.A.
Huffman in 1952, Huffman code has been adopted to
mobile platform in text, image and video compression [2].
An advantage of this compression algorithm is an efficient
utilisation of channel bandwidth and storage size [3].
Among Huffman decoding algorithms, the binary tree
method is the simplest method. The binary tree method uses
pointers to represent the tree structure. It is difficult to
achieve memory efficiency on mobile device. In addition,
the decoding speed of this method is slow.

Therefore many works try to improve the memory
utilisation or the decoding speed. However, to the best of
our knowledge, there has not been a single work that
satisfies the two factors simultaneously — fast decoding
speed while using the minimal memory.

Hence, we propose a novel Huffman decoding algorithm
based on binary tree search that satisfies both factors at the
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same time. In addition, using a proposed algorithm, we
designed a Huffman decoder on a field programmable gate
array (FPGA), which is suitable for T-DMB.

This paper is organised as follows. Section 1 introduces the
T-DMB and Huffman coding. Sections 2 and 3 explain the
conventional Huffman encoding and decoding, respectively.
Section 4 presents the proposed Huffman decoding algorithm
with a reduced memory size and a fast decoding speed. In
Section 5, the performance of the conventional and the
proposed algorithm are compared on T-DMB platform using
the two factors as the comparison metric. Section 6 shows the
implementation of the algorithm in hardware. Section 7 shows
the result of the implementation using a private company’s
FPGA. Finally, concluding remarks are given in Section 8.

1.1 Huffman encoding algorithm

Huffman code is a variable length code, which means that
symbols are mapped into code words with different number
of bits [3—5]. Giving a set of symbols, Huffman code of
the set is generated by constructing a binary tree. The
binary tree is created based on probabilities of symbols.
Once the frequency data have been determined [6—8] like
Fig. la, the two parentless nodes with the lowest
probabilities are selected. After that, a new node called the
parent of the two lowest probability nodes is created. The
probability of the new node is equal to the sum of its
children’s probabilities. This process is repeated until there
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Fig. 1 Procedure of Huffiman encoding
a Number of frequency times
b Huffman binary tree
Table 1 Encoded data by Huffman algorithm
Symbol Codeword Length Symbol Codeword Length
0 1111 4 4 001 3
1 110 3 5 011 3
2 010 3 6 000 3
3 1110 4 7 10 2

is only one parentless node left. Fig. 15 is the binary tree
corresponding with data in Fig. la.

Huffman code is obtained from the binary tree. The left and
right branches of a node are assigned 0 and 1, respectively.
The path from the top parent node to the lowest node is the
code word used to encode the symbol. Table 1 is the
Huffman code generated from binary tree in Fig. 15.

2 Conventional Huffman decoding algorithm

Giving a Huffman code, conventional Huffman decoding
method regenerates the binary tree, called decoding tree, to
decode data. For example, Fig. 15 is the decoding tree
corresponding with the Huffman code in Table 1. In order
to visualise the difference between leaf nodes and
intermediate nodes of the tree, we use squares for leaf
nodes and circles for intermediate node. The numbers
inside the squares are leaf node values, which correspond to
the symbol values. A path from the root node (the top of
circles in Fig. 1b) to a leaf node (any square in Fig. 10) is
the codeword corresponding to that leaf node. For example,
the path from the root node to the leaf node 6 is 0-0-0,
which is the codeword of the symbol 6 as in row seven of
the Table 1.

Using the decoding tree, algorithm may be accomplished
by reading the encoded data one bit at a time. The process
starts at the root node. If the received bit is 0 or 1, the left
or right child node will be considered, respectively. If the
child node is a leaf node, a new symbol whose value is the
leaf node’s value is decoded and the process restart at
the root node. In contrast, the process continues until it
reaches a leaf node.

There are two methods to implement the binary tree for
Huffman tree, array data structure and linked list. The
advantages of the linked list data structure are low memory
usage, insertion and deletion of a node. Although the linked
list data structure has above merits, it is not used in reality
because of a major drawback, difficulty in accessing the
parent node of the tree. On the other hand, the array data
structure allows accessing the intermediate node. Therefore
it has been adopted for decoding Huffman tree. But, the
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major disadvantage is the memory spent on storing such a
complete binary tree [9—11].

Lastly, the calculation about need of memory spread
widely. Formula (1) shows the memory used (in bytes) by a
conventional Huffman binary tree

w=2n-—1) (1)

where ‘u’ is the Memory Usage, ‘n’ is the number of leaf
node.

2.1 Proposed Huffman decoding algorithm

The advantage of our method for representing the above
Huffman binary tree is the low memory use while
maintaining an easy accessibility to the original date —
combining the advantages of the two data structures (linked
list and array data structure). From the decoding tree, our
method generates a tabular representation of the decoding
tree. And the decoding process is performed on this tabular
representation. The following describes the proposed
algorithm in more detail.

Firstly, each intermediate node is assigned a unique
number. If a decoding tree has n leaf nodes, it will have
n — 1 intermediate nodes. As a consequence, intermediate
nodes’ index number is from 0 to » — 2. Fig. 2 is the
decoding tree in which all intermediate nodes are indexed.
The numbers inside circles are index numbers of
intermediate nodes. In Fig. 2, we use depth-first-search to
assign index number. The index number is from 0 to 6.

After indexing the decoding tree, it can be represented in a
tabular representation like Table 2. Each entry of the
representation is a transition of the decoding tree. Because
all intermediate nodes always have two child nodes, each
intermediate node always occupy two entries of the
representation. In our method, the transitions to left and
right nodes of the intermediate node K occupy position 2K
and 2K + 1 of the tabular representation, respectively. Each
entry of the representation includes two fields called
Classify code and Value. Classify code specifies whether a
child node is a leaf node or intermediate node. If a child
node is an intermediate node, Value specifies the index
number of that node. If a child node is a leaf node, Value
specifies the symbol value of that node.

We visualise the value of each entry of the tabular
representation in Fig. 2. A pair of number in rectangle is an
entry. The number in grey is Classify code and the other is
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Fig. 2 Proposed Huffman decoding binary tree
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Table 2 Memory storage technique of proposed decoder

Intermediate Memory Classify Value
node, K address code
0 0 0 1
1 0 4
1 2 0 2
3 0 3
2 4 1 6
5 1 4
3 6 1 2
7 1 5
4 8 1 7
9 0 5
5 10 1 1
11 0 6
6 12 1 3
13 1 0

Value. Table 2 is the tabular representation corresponding to
the decoding tree in Fig. 2.

Using the tabular representation, the decoding process is as
follows. The decoding process is a table lookup process. At
the beginning, an index is assigned zero. When a new data
bit is received, this bit is added with the index to generate
the new value of the index. Then, the entry whose position
is specified by index is fetched. If its Classify code is 1, a
new symbol whose value is entry’s Value is decoded and
the index is reset to zero. In contrast, if Classify code is 0,
the index is set to 2 x Value.

At last, Formula (2) shows proposed algorithm memory
calculation based on bits.

p=20n—1)d+1) @

where ‘w’ is Memory Usage, ‘n’ is the number of leaf node
and ‘d’ is the symbol length.

3 Comparison of the conventional and the
proposed algorithm

Table 3 compares the amount of memory used by the
conventional and the proposed Huffman decoding
algorithm. As mentioned above, the formula for the
proposed Huffman decoding algorithm is expressed in bits;
thus, the value of the calculation needs to be divided by
eight. As shown in Table 3, the proposed algorithm only
uses half of the memory.

To prove that the proposed algorithm is faster than the
conventional algorithm, we first experiment the two
algorithms, conventional and proposed Huffman algorithm,
on a T-DMB platform. The T-DMB platform is based on
WinCE OS, and consists of 16/32 bit RISC microcontroller,

Table 3 Compare the quantity of memory

Conventional Proposed Huffman

Huffman decoding decoding
algorithm algorithm
calculation 2(n—1)=2(8-1) 2(n—1)(d+1) =
[2(8 — N(E+ 1)I/8
total 14 byte 7 byte
memory
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Fig. 3 Block Diagram of T-DMB platform
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Fig. 4 Test result on the T-DMB mobile platform

SDRAM, TFT, LCD etc. as shown in Fig. 3. The
Microcontroller has 16 KB I-Cache, 16 KB D-Cache and 64
and 128 MB SDRAMs. We run the two decoding
algorithms on six files of various lengths. To get an
accurate result, each file is tested four times, and those
results are averaged. The results of the test are shown in
Fig. 4. The proposed algorithm is faster than the
conventional decoding tree search method as shown in Fig. 4.

4 Implementation on hardware

To validate the hardware implementation of the decoder, the
Test Environment shown in Fig. 5 is used. The software
component, the encoder and its peripherals, is written in C;
the hardware component, the decoder and its peripherals, is
written in Verilog. The following two sections describe the
implementation of the software and hardware components
in more detail, respectively.

4.1 Implementation of algorithm in software

Original data (Software part shown in Fig. 5): Huffman
encoding scheme has been used to compress data in the
diverse digital field. Hence, Huffman encoder deals with
some data types. To prove our decoding algorithm, the text
file with 64 Kbyte is chosen.

4.1.1 Encoder: The encoder performs Huffman encoding
from the original data. After encoding, it generates two
Huffman Rom Data and Encoded Rom Data. Huffman Rom

529
© The Institution of Engineering and Technology 2012



www.ietdl.org

Test Environment

\ /Hardware \

/Soﬂware

Huffman Huffman
Rom Data |Rmn0ma
Original
eta || Encoder
Encoded Encoded | | Cont QOriginal
Rom Data Rom Data : "™ Data

_ P49 ,

Fig.5 Data flow structure of test environment

Data are the tabular representation of the Huffman decoding
tree and Encoded Rom Data are the content of encoded
data. Both of them are stored to ROM so that the hardware
can read and perform decoding.

4.2 Implementation of algorithm in hardware

4.2.1 Decoder: The decoder is based on the flowchart
shown in Fig. 6. The decoder access data from ROM,
which stores Tabular representation of Huffman decoding
tree, based on the new data bit from inData signal. At the
beginning, romAddr is set to 0. When there is a new bit of
data, it is added with current romAddr form address to
access ROM. Since each memory word of the ROM is a
entry of the tabular representation, the first bit or romData
(romData[0]) is the IsSymbol field. If it is 1, a new symbol
is decoded. So a signal called hasData is set to 1 to
announce, the new symbol is loaded to a register called
outData, and the romAddr is resetted to 0. If it is 0, the new
ROM address is calculated as romData[8:1].

Using the flowchart in Fig. 6, the structure of the Huffman
decoder is shown in Fig. 7. All registers connect Clk, nRst
signals for synchronous and asynchronous operation and
link EN signal for test. The function of pins shown in
Fig. 7 is described as follows. The decoding circuit is very
simple with only some registers.

romAddr =0

»la
V*‘

romAddr = romData +
New bit

v

Read romData

Set ROM Address
=romData[8:1]

romData[0]=1

Set hasData = 1
Road outData =
romData [8:1]
Clear romAddr =0

Fig. 6 Flowchart of Huffiman decoder
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Fig. 7 Structure of the Huffinan decoder

always @{ negedge nRst or posedge Clk) begin
if (nRst == 1’b0) begin
// when nRst take place “0”, not operation.
hasData <= 1'b0;
romAddr <= $/b000000000;
delaylClockEN <= 1b’0;
end
else begin
delaylClockEN <= EN;
if (delaylClockEN <= 170} begin
//first clock after enabled of finish
romAddr <= {8/b00000000,inData};
hasData <= 1’b0;

end
else begin // Second clock to last clock
if (romData[0] == 1’bl) begin

romAddr <= {8’b00000000, inData};
outData <= romData [8:1];

end

else begin
romAddr <= {romData[8:1],inData}

end

hasData <=RcmData [0];

end
end

Fig. 8 Proposed decoder design in RTL code

inData: input encoded data (1 bit/clock);

Clk: system clock;

EN: decoder enable (synchronous);

nRst: decoder reset (asynchronous);

outData: (8 bits) decoded data;

hasData: indicates that decoder is outputting data;
romAddr: (9 bits) address signals for accessing rom;
romData: (9 bits) data from ROM.

Hence, the performance of hardware depends on users’ FPGA
shown in Fig. 8. So we derive the formula about the speed.

S=NxT 3)

where S is speed result and N is data size (bit) and 7 is clock
speed.

4.2.2 Controller: The data in ROM are stored in byte (8
bits) unit. However, our decoding circuit decode one bit
after one clock cycle. Controller will read data from ROM,
then serial shift it to the decoding circuit.

Fig. 9 shows a register transfer level (RTL) code which is a
part of the proposed 1-bit controller.
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//Decoder Enable
if (counter != bitLength) begin
//Read memory
if (counter[2:0] ==
romEN <= 1'bl;
nRomRD <= 1'b0;
end
else begin
romEN <= 1'b0;
nRomRD <= 1'bl;
end
//Decoder enable
if (counter[2:0] ==
decoderEN
end
//8hift data
if (counter[2:0] == 3'hl) begin
shiftData <= romData;
end
else begin
shiftData <= {1'b0, shiftData(7:1]};

'h0) begin

'hl) begin
<= 1'bl;

end
counter <= counter + 1;
end
else begin
romEN <= 1'b0;
nRomRD <= 1'bl;
decoderEN <= 1'b0;
end

Fig.9 Proposed controller design in RTL code
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Fig. 10 Waveform verification result using Huffman decoder

4.2.3 Original data (Hardware part shown in Fig. 5):
To compare decoded result against the original data, we
simulate the proposed Huffman decoder using a private
company’s software. The Huffman hardware decoder
correctly encoded data having a character, that is, ‘HELLO’
message as shown in Fig. 10.

5 Test and results

Since the proposed algorithm can decode any type of digital
data, MP3 data were used for testing. To test decoding
speed, we use 65.3 Kbyte MP3 data.

The performance is measured on five different series of a
same vender. We express five different series as A to
E. Among each series, the proposed decoder was tested on
multiple models and the best performance result was
recorded. Among each series, E series is superior to the other
series. The complete simulation result is shown in Fig. 11.

Fig. 12 shows decoding speed of the best performance result
on various FPGA series. The decoding speed of ‘£’ model is
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Fig. 12 Decoding speed result of a private company’s FPGA

4.7 ns and total logic elements are 87. In the case of ‘D’,
decoding speed 7.6 ns and total logic elements are 99. As
mentioned above, E series is superior to the other series. The
complete simulation result is shown in Fig. 12. Finally,
Figs. 13 and 14 show the synthesis result for verification.

Fitter Status
Quartus Il Version

Successful - Tue Apr 27 16:20:49 2010
7.0 Build 33 02/05/2007 SJ Full Version

Revision Name testbench
Top-level Entity Name testbench
Timing Models Final
Logic utilisation <1%

Combinational ALUTs 87/143520( <1 %)
Dedicated logic registers 61 /143520( <1 %)

Total registers 61
Total pins N/LIN(<1%)
Total virual pins 0

Total block memory bits 135,680 / 9.383.040( 1 %)

DSP block 9-bit elements 0/78(0%)
Total PLLs 0/12¢0%)
Total DLLs 0/2(0%)

Fig. 13 Logic elements verification of B series on FPGA
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5| Clock Hold: Tk [0:393 ns| 200,00 MHz { period = 5.000 ns )| N/A
6] Total numbe of faded paths| |

Fig. 14 Frequency verification of B series on FPGA
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6 Conclusion

In this paper, the implementation of the proposed Huffman
decoder on an FPGA has been shown. We prove the advantage
of our algorithm from the experimental results. Hence, we
expect the proposed method to be applied to T-DMB systems.
The speed of proposed hardware decoder is limited by the
sequential processing. Hence, a customised IC design using
VLSI [12] technology can further improve the speed. A new
Huffman hardware decoder using pipeline technology [9, 13],
which is our next research topic, may contribute to improve speed.
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