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Abstract This study extends the understanding of two-element pure codes. Some charac-
teristics of different length two-element pure codes are studied. It is shown that a language
is a pure code which contains two distinct primitive words u and v with different lengths if
and only if the regular expression u+v+ of the two distinct words u and v is primitive.

1 Introduction

Property-preserving iterated homomorphisms can be applied to generate words or languages.
One can refer to [6] for definitions and notions of property-preserving iterated homomor-
phisms which are also related to O L schemes. Shyr and Thierrin have proposed some proper-
ties of homomorphisms which preserve primitive words in [6]. They argue that if an injective
homomorphism h : X∗ → X∗ is such that h(X) is a pure code, then h preserves primitive
words. Using the definition of pure codes, to check whether a given language is a pure code is
not easy. This motivates the investigation to discover a simple method for checking whether
a given language is a pure code or not.

The notion of pure languages is introduced in [5]. In [3], Fan and Huang investigate some
characteristics of pure codes. A pure code consisting of two distinct primitive words u and v

with the same length can imply that uv is a primitive word. If there are two primitive words
u and v with the same length such that uv is a primitive word, then the language {u, v} is a
pure code. This gives rise to a simple procedure to check whether a same length two-element
language {u, v} is a pure code or not. For example, since ab, ba ∈ Q, we have abba ∈ Q,
which implies the language {ab, ba} is a pure code. In this paper, we extend the research
to find a general method for checking whether a given two-element language {u, v} is a
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pure code. The focus is on studying the characteristics between regular expression and pure
codes with two different length elements.

This paper is organized into four sections. The first section is an overview of the paper.
In the second section, some well-known definitions and properties applied in this paper are
examined. In the third section, a two-element pure code {u, v} consisting two distinct prim-
itive words u and v with different lengths derives that regular expression u+v+ is primitive.
That is, all elements of u+v+ are primitive words. Furthermore, for primitive words u and
v with different lengths, the primitivity of a regular expression u+v+, that is, u+v+ ⊆ Q,
derives that the language {u, v} is a pure code. This provides a brief procedure to check
whether a different length two-element language {u, v} is a pure code. Because the process
of derivative proof is fairly involved, the detailed proof is postponed until the final section.

2 Definitions and preliminaries

Let X be a finite alphabet and X∗ be the free monoid generated by X. Any element of X∗ is
called a word. The length of a word w is the number of letters occurring in w and denoted
by lg(w). Any subset of X∗ is called a language. Let X+ = X∗ \ {λ} where λ is the empty
word. If u is a word such that u = xwy where w ∈ X+, x, y ∈ X∗, then the word w will
be called a subword of u. A subword w of u is a proper subword of u if u = xwy such
that xy ∈ X+. For u ∈ X+, E(u) and Ē(u) are denoted as the set of all subwords of u and
the set of all proper subwords of u respectively. A word w ∈ X+ is said to be primitive if
w = f n with f ∈ X+ always implies n = 1. Let Q denote the set of all primitive words and
Q(i) = { f i | f ∈ Q} for every i ≥ 2. For a word w ∈ X+, there exists a unique primitive
word f and a unique integer i ≥ 1 such that w = f i . Let f = √

w and call f the root of
w. For two words u, v ∈ X+, it is denoted by v ≤p u (v <p u) if v is the prefix (proper
prefix) of u and denoted by v ≤s u (v <s u) if v is the suffix (proper suffix) of u. A lan-
guage L ⊆ X+ is a code if x1x2 · · · xn = y1 y2 · · · ym, xi , y j ∈ L implies that m = n and
xi = yi , i = 1, 2, . . . , n. A language L ⊆ X+ is called pure if for any x ∈ L∗,

√
x ∈ L∗.

The property of codes and the characteristic of pure languages are combined to derive the
following definition.

Definition 2.1 A language L is a pure code if it is a code such that for any x ∈ L∗,
√

x ∈ L∗.

Next we list some results used in the paper.

Lemma 2.1 ([4]) Let u, v ∈ Q with u 	= v. Then umvn ∈ Q for all m ≥ 2, n ≥ 2.

Lemma 2.2 ([4]) If uv = vu, u, v ∈ X+, then u, v are powers of a common word.

Lemma 2.3 ([1]) If uv = vz where u, v, z ∈ X∗ and u 	= λ, then u = (pq)i , v = (pq) j p,
and z = (qp)i for some p, q ∈ X∗, i ≥ 1, j ≥ 0, and pq, qp ∈ Q.

Lemma 2.4 ([8]) If uqm = gk for some m, k ≥ 1, u ∈ X+, and g ∈ Q with u /∈ q+, then
q 	= g and lg(g) > lg(qm−1).

Lemma 2.5 ([8]) Let p 	= q ∈ Q. Then |p+q+ ∩ ∪i≥2 Q(i)| ≤ 1.

Lemma 2.6 ([8]) Let u ∈ X+ with u /∈ q+ and lg(u) ≤ lg(q). If uqm = gk for some
m, k ≥ 2 and g ∈ Q, then k = 2, m = 2, u ∈ Q and u = yxxy, q = x(yx) j+1 for some
x 	= y ∈ X+, j ≥ 1. Moreover, x and y are not powers of a common word. �
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Lemma 2.7 ([8]) If pqm = gk for some m, k ≥ 2 and g ∈ Q, then one of the following two
statements holds:

(A) p = (xqm)k−1x for some x ∈ X+;
(B) p = (yx(x(yx) j+1)m−1)k−2 yx(x(yx) j+1)m−2xy and q = x(yx) j+1 for some x 	=

y ∈ X+, j ≥ 0.

Lemma 2.8 ([2]) Let x, y ∈ X+. Then xy 	= yx if and only if x(yx)m ∈ Q for all m ≥ 2.

Lemma 2.9 If x1x2 = x2x3 = x3x4, where x1, x2, x3, x4 ∈ X+, then x1, x2, x3 and x4 are
powers of a common word.

Proof Since x1x2 = x2x3 = x3x4, this yields that lg(x3) = lg(x1) and lg(x4) = lg(x2);
hence x3 = x1, x4 = x2. This implies that x1x2 = x2x1 and x2x3 = x3x2. By Lemma 2.2,
x1, x2, x3, x4 are powers of a common word. �

Lemma 2.10 ([6]) Let uv be a primitive word over X, where u 	= λ, and v 	= λ. Then {u, v}
is a code.

Lemma 2.11 ([10]) Let x, y ∈ X+. If xy <p yi for some i ≥ 2, then
√

x = √
y.

Lemma 2.12 Let u ∈ Q. If u ≤p (pq)i and u ≤s (qp)i with pq ∈ Q for some p, q ∈
X+, i ≥ 1, then there exist x, y ∈ X+ with i1, i2 ≥ 1, j1 ≥ 0 and xy, yx ∈ Q such that
one of the following statements holds:

(I) u = (xy) j1 x and p = (xy)i1+ j1 x;
(II) u = (xy)i1+ j1 x and pq = (xy)i1+i2+ j1 x;

(III) p = uk for some k ≥ 2.
(IV) u = (pq)k p for some k ≥ 0.

Proof Let u ∈ Q. Let u ≤p (pq)i and u ≤s (qp)i for some p, q ∈ X+, i ≥ 1. Consider the
following cases:

(1) lg(u) = lg((pq)k) for some 1 ≤ k ≤ i. Then u = (pq)k = (qp)k . Since u ∈ Q, this
implies that k = 1, that is, pq = qp. By Lemma 2.2, p, q are powers of a common word.
Thus pq 	∈ Q, a contradiction.

(2) lg((pq)k) < lg(u) < lg((pq)k p) for some 0 ≤ k < i . Then there exist p1, p2, p3, p4 ∈
X+ such that u = (pq)k p1 = p4(qp)k and p = p1 p2 = p3 p4. Let k ≥ 1. We have p3 p4q =
p4qp3. By Lemma 2.2, p3, p4q are powers of a common word. Thus p3 p4q = pq 	∈ Q,
a contradiction. Hence k = 0, that is, u = p1 = p4. This implies that p = up2 = p3u.
By Lemma 2.3, we have p3 = (xy)i1 , u = (xy) j1 x , and p2 = (yx)i1 for some x, y ∈
X∗, i1 ≥ 1, j1 ≥ 0 and xy, yx ∈ Q. Let j1 = 0. We consider the following subcases: x = λ,
y = λ or x, y ∈ X+. If x = λ, then u = λ, a contradiction. If y = λ, then u = x and
p = xi1+1 = ui1+1. Statement (III) holds. If x, y ∈ X+, then u = x and p = (xy)i1 x . State-
ment (I) holds. Let j1 ≥ 1. Consider the following subcases: x = λ, y = λ, or x, y ∈ X+.
If x = λ, then u = y j1 and p = yi1+ j1 . Hence Statement (III) holds. If y = λ, then
u = x j1+1 	∈ Q, a contradiction. If x, y ∈ X+, then u = (xy) j1 x and p = (xy)i1+ j1 x .
Statement (I) holds.

(3) lg(u) = lg((pq)k p) for some 0 ≤ k < i. Then u = (pq)k p and hence Statement (IV)
holds.
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(4) lg(u) < lg((pq)k pq) for some 0 ≤ k < i . Then there exist q1, q2, q3, q4 ∈ X+ such
that u = (pq)k pq1 = q4 p(qp)k and q = q1q2 = q3q4. Let k ≥ 1. Then pq3q4 = q4 pq3.
By Lemma 2.2, pq3, q4 are powers of a common word. Thus pq3q4 = pq 	∈ Q, a contra-
diction. Hence k = 0, that is, u = pq1 = q4 p. By Lemma 2.3, q4 = (xy)i1 , p = (xy) j1 x ,
and q1 = (yx)i1 for some x, y ∈ X∗, i1 ≥ 1, j1 ≥ 0 and xy, yx ∈ Q. Thus u = (xy)i1+ j1 x .
This in conjunction with pq = uq2 = q3u and Lemma 2.3 yields that q2 = (yx)i2 and
q3 = (xy)i2 for some i2 ≥ 1. Thus pq = (xy)i1+i2+ j1 x , and hence u = (xy)i1+ j1 x for
some x, y ∈ X∗. Next, we show that x, y ∈ X+. If x = λ or y = λ, then it is clear
that pq = (xy)i1+i2+ j1 /∈ Q. Both cases contradict pq ∈ Q, and hence Statement (II) holds.

�


3 The properties of two-element pure codes

Recall that a language L is a pure code if it is a code with the property of pure languages.
In the following, we give the characterization for {u, v} ⊆ Xn , which are pure codes. Some
known results are needed.

Lemma 3.1 ([3]) Let L = {u, v} ⊂ Q. If L is a pure code, then uv ∈ Q.

Lemma 3.2 ([3]) Let u 	= v ∈ Q with lg(u) = lg(v). Then {u, v} is a pure code if and only
if uv ∈ Q.

In the following proposition, we examine the characteristics of the two-element pure code
L = {u, v}. The elements of the regular expression u+v+, formed by the two primitive words
u and v, are not always primitive words. For example, given u = (xy)2x and v = y for some
x, y ∈ X+ with

√
x 	= √

y, the word uv = (xy)3 	∈ Q. As a language containing two prim-
itive words is a pure code, one can obtain that the regular expression u+v+ formed by the
different length primitive words u and v is primitive, as is done in the following proposition.

Proposition 3.1 Let u, v ∈ Q with lg(u) 	= lg(v). If L = {u, v} is a pure code, then
u+v+ ⊂ Q.

Proof Let L = {u, v} be a pure code for some u, v ∈ Q with lg(u) > lg(v). Without loss of
generality, we assume that lg(u) > lg(v). We claim that u+v+ ⊂ Q. By Lemma 3.1, uv ∈ Q,
and by Lemma 2.1, umvn ∈ Q, m, n ≥ 2. Furthermore, by Lemma 2.5, |u+v+ \ Q| ≤ 1.

Thus there are only two cases that can be considered either uvm = f n or umv = f n for some
f ∈ Q where m, n ≥ 2. Note that L is a pure code, which implies that f ∈ L∗ = {u, v}∗.
For uvm = f n , by Lemma 2.7, one of the following conditions holds:

(1) u = (xvm)n−1x for some x ∈ X+. Then uvm = (xvm)n = f n , and hence that f = xvm ,
and u = f n−1x . It follows that lg(v) < lg( f ) < lg(u). This implies f /∈ L∗, a contradiction.

(2) u = (yx(x(yx) j+1)m−1)n−2 yx(x(yx) j+1)m−2xy and v = x(yx) j+1 for some x 	=
y ∈ X+, j ≥ 0. Since u 	= v ∈ Q, it implies that

√
x 	= √

y. From uvm =
(yx(x(yx) j+1)m−1)n = f n , it follows that u = f n−2 yxvm−2xy and f = yxvm−1. If
n ≥ 3, then lg(v) < lg( f ) < lg(u). This implies that f /∈ {u, v}∗, a contradiction. If
n = 2, then u = yxvm−2xy, v = x(yx) j+1, and f = ux(yx) j = yxvm−1. This yields
that lg(u) < lg( f ) < lg(uv), which implies that f /∈ u∗ ∪ v∗ and uv, vu /∈ E( f ). Hence
f /∈ {u, v}∗, a contradiction.

Therefore umv = f n . Since lg(u) > lg(v) and u 	= v ∈ Q, by Lemma 2.6, it fol-
lows that m = n = 2, u = x(yx) j+1, and v = yxxy, where j ≥ 1 and x, y ∈ X+
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with
√

x 	= √
y; hence u2v = (x(yx) j+1xy)2 and f = uxy = x(yx) jv. This yields that

lg(u) < lg( f ) < lg(uv), which implies that f /∈ u∗ ∪ v∗ and uv, vu /∈ E( f ). Hence
f /∈ {u, v}∗, a contradiction. This completes the proof. �


Next, we find a procedure to check whether a different length two-element language is a
pure code. The primitivity of the regular expression u+v+ determines that the two-element
language L = {u, v} is a pure code. For instance, since u = aba and v = ba ∈ Q, it follows
that u+v+ ⊂ Q and hence {aba, ba} is a pure code. Furthermore, u = (ab)2a, v = baab.
It follows that u2v = (

(ab)2aab
)2 	∈ Q. By the following proposition, one can obtain that

{(ab)2a, baab} is not a pure code.

Proposition 3.2 Let u, v ∈ Q with lg(u) 	= lg(v). Then u+v+ ⊂ Q implies that {u, v} is a
pure code.

Proof The complete proof is found in the Section 4. �

From Lemma 3.1 and Propositions 3.1 and 3.2, the final result is as follows.

Theorem 3.1 Let u 	= v ∈ Q. Then L = {u, v} is a pure code if and only if u+v+ ⊂ Q.

4 Proof of the main result

The process of detailed proof concerning Proposition 3.2 is studied in this section. Since
the proof is involved, some lemmata are considered first. The conclusion is presented in
Propositions 4.2 and 4.3.

Lemma 4.1 ([7]) Let uv = f i , u, v ∈ X+, f ∈ Q, i ≥ 1. Then vu = gi for some g ∈ Q.

Lemma 4.2 Let u, v ∈ Q and u+v+ ⊂ Q. Then u+v+u+ ⊂ Q.

Proof Let u, v ∈ Q and u+v+ ⊂ Q. Since u+u+v+ ⊂ u+v+, we have u+u+v+ ⊂ Q. By
Lemma 4.1, it implies that u+v+u+ ⊂ Q. �

Lemma 4.3 Let u, v ∈ Q and u+v+ ⊂ Q. Let ui1v j1 · · · uir v jr = f n, where f ∈ Q,

r, n ≥ 2 and il , jl ≥ 1 for all l = 1, 2, . . . , r and ui1v j1 · · · uik v jk /∈ f + for all k < r.
If lg( f m) > lg(ui1v j1 · · · uik−1v jk−1) for some 1 ≤ m < n, 1 ≤ k < r, then one of the
following statements is true:

(1) lg( f m) < lg(ui1v j1 · · · v jk−1 uik ) imply that f m = ui1v j1 · · · uik−1u1, where u1 ∈ X+
with u1 <p u;
(2) lg( f m) < lg(ui1v j1 · · · v jk−1 uik v jk ) imply that f m = ui1v j1 · · · uik v1, where v1 ∈ X+
with v1 <p v.

Proof (1) If ik = 1, then the result is clear. Let ik ≥ 2. There exist u1, u2 ∈ X+ with
u = u1u2 and i ≥ 0 such that f m = ui1v j1 · · · uik−1v jk−1 ui u1 and u2uik−i−1v jk · · · uir v jr =
f n−m . If ik − i − 1 ≥ 1, then it follows that u1u2 <p f m and u2u1 <p f n−m . For
ui1v j1 · · · uir v jr = f n , by Lemma 4.1, there exists g ∈ Q with lg( f ) = lg(g) such that
v jk uik+1v jk+1 · · · uir v jr ui1v j1 · · · v jk−1 uik = gn . Since ik ≥ 2, by Lemma 2.4, lg(g) >

lg(u); hence lg( f ) > lg(u). This implies that u1u2, u2u1 are prefixes of f.Thus u1u2 = u2u1.

By Lemma 2.2, u1, u2 are powers of a common word; hence u = u1u2 /∈ Q, a contradiction.
Therefore ik − i − 1 = 0. This in conjunction with f m = ui1v j1 · · · uik−1v jk−1 ui u1 and
u2uik−i−1v jk · · · uir v jr = f n−m yields that f m = ui1v j1 · · · uik−1u1.

(2) The proof is similar to (1). �
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Proposition 4.1 Let u, v ∈ Q and u+v+ ⊂ Q. Let ui1v j1 · · · uir v jr = f n, where f ∈ Q,

r, n ≥ 2 and ik, jk ≥ 1 for all k = 1, 2, . . . , r. Then lg( f ) > lg(uimax −1) and lg( f ) >

lg(v jmax −1), where imax = max{i1, i2, . . . , ir } and jmax = max{ j1, j2, . . . , jr }.

Proof By Lemma 2.1 and Lemma 2.4, the result is clear. �


Lemma 4.4 Let u, v ∈ Q with lg(u) > lg(v) and u+v+ ⊂ Q. Assume that
ui1v j1 · · · uir v jr = f n, where f ∈ Q, r, n ≥ 2 and ik, jk ≥ 1 for all k = 1, 2, . . . , r and
ui1v j1 · · · uik v jk /∈ f + for all k < r. If lg( f ) ≤ lg(uimin v), where imin = min{i1, i2, . . . , ir },
then it implies that ik ≤ imin + 1 and the following two statements are true:

(1) there exists t ∈ X+ with t <p v such that f = uimin t;

(2) for some k = 2, 3, . . . , r, uik v jk · · · uir v jr ui1v j1 · · · uik−1v jk−1 = gn
k , gk ∈ Q, there

exists z ∈ X+ with z <p u such that gk = uimin z.

Proof Let u, v ∈ Q with lg(u) > lg(v) and u+v+ ⊂ Q. Let

ui1v j1 · · · uir v jr = f n, (4–1)

where f ∈ Q, r, n ≥ 2 and ik, jk ≥ 1 for all k = 1, 2, . . . , r. Without loss of generality,
by Lemma 4.1, let i1 = imin, that is, i1 ≤ ik for all k = 1, 2, . . . , r. Furthermore, for some
k = 2, 3, . . . , r, by Lemma 4.1 again, there exists gk ∈ Q such that

uik v jk · · · uir v jr ui1v j1 · · · uik−1v jk−1 = gn
k . (4–2)

Then there exist f1, f2 ∈ X+ with f = f1 f2 such that gk = f2 f1. It is clear that lg(gk) =
lg( f2 f1) = lg( f1 f2) = lg( f ). Since lg( f ) ≤ lg(ui1v), we have lg(gk) ≤ lg(ui1v). This
in conjunction with i1 ≤ ik yields that lg(gk) ≤ lg(uik v). From Eq. (4–1), by Lemma 4.3,
either f = ui1−1u1 for some u1 <p u or f = ui1v1 for some v1 <p v. In the meanwhile,
from Eq. (4–2), by Lemma 4.3, either gk = uik−1u3 for some u3 <p u or gk = uik v3 for
some v3 <p v. Then there are the following four cases:

(1) f = ui1−1u1 and gk = uik−1u3. Since lg( f ) = lg(gk) and u1, u3 are prefixes of u,

we have ik = i1 and u1 = u3. This in conjunction with f = f1 f2 and gk = f2 f1 yields
that f1 f2 = f2 f1. By Lemma 2.2, f1, f2 are powers of a common word. This implies that
f = f1 f2 /∈ Q, a contradiction.

(2) f = ui1−1u1 and gk = uik v3. Since ik ≥ i1, we have (i1 −1) lg(u)+ lg(u1) < i1 lg(u) <

ik lg(u) + lg(v3); hence lg( f ) < lg(gk). This contradicts that lg( f ) = lg(gk).

(3) f = ui1v1 and gk = uik−1u3. If ik = i1, then lg( f ) = i1 lg(u) + lg(v1) = ik lg(u) +
lg(v1) > (ik − 1) lg(u) + lg(u3) = lg(gk). This contradicts that lg( f ) = lg(gk). Moreover,
if ik ≥ i1 + 2, then lg( f ) = i1 lg(u) + lg(v1) ≤ (ik − 2) lg(u) + lg(v1) < (ik − 1) lg(u) <

(ik − 1) lg(u) + lg(u3) = lg(gk). This also contradicts that lg( f ) = lg(gk). Therefore
ik = i1+1, that is, ik = imin +1. Let t = v1, z = u3. Then we have f = uimin t, gk = uimin z.

(4) f = ui1v1 and gk = uik v3. This proof is similar to case (1). �


To examine Proposition 3.2, we will prove that the language {u, v} is a pure code by the math-
ematical induction on r in the word ui1v j1 · · · uir v jr for all ik, jk ≥ 1 where k = 1, 2, . . . , r.
The following lemma is the case when r = 2. The complete proof of Proposition 3.2 is
illustrated in Propositions 4.2 and 4.3.
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Lemma 4.5 Let u, v ∈ Q with lg(u) 	= lg(v) and u+v+ ⊂ Q. Then (u+v+)2\(u+v+)(2) ⊂ Q.

Proof Let u, v ∈ Q with lg(u) 	= lg(v) and u+v+ ⊂ Q. Without loss of generality, we
let lg(u) > lg(v). To show (u+v+)2 \ (u+v+)(2) ⊂ Q. The case ui1v j1 ui1v j2 ∈ Q for
all i1, j1, j2 ≥ 1 and j1 	= j2, is considered firstly. This implies that ui1v+ui1v+ ⊂ Q ∪
(u+v+)(2). Next, the case ui1v j1 ui2v j2 ∈ Q for all i1, i2, j1, j2 ≥ 1 and i1 	= i2, is considered
as well. The detail proof is studied as follow.
(1) ui1v j1 ui1v j2 ∈ Q for all i1, j1, j2 ≥ 1 and j1 	= j2. Suppose that

ui1v j1 ui1v j2 = f m (4–3)

where f ∈ Q and m ≥ 2. Without loss of generality, by Lemma 4.1, let j1 > j2. Since
uv ∈ Q, by Lemma 2.10, {u, v} is a code. It implies that f /∈ {u, v}+. This in conjunction
with u+v+ ⊂ Q yields that

ui1v j1 = f i f1 and ui1v j2 = f2 f m−i−1 (4–4)

where f1, f2 ∈ X+ with f = f1 f2 and i ≥ 0. If i = 0, then ui1v j1 = f1, ui1v j2 = f2 f m−1.

This implies that lg( f1) = lg(ui1v j1) > lg(ui1v j2) = lg( f2 f m−1), a contradiction. Hence
i ≥ 1. Consider Eq. (4–3), by Proposition 4.1, lg( f ) > lg(ui1−1). If lg(ui1−1) < lg( f ) <

lg(ui1), then there exists u1 ∈ X+ such that f = ui1−1u1. Since ui1v j2 = f2 f m−i−1, we
have f2 f1 <p ui1−1u1. Thus f1 f2 = f2 f1. By Lemma 2.2, f1, f2 are powers of a com-
mon word. This implies that f /∈ Q, a contradiction. If lg(ui1 < lg( f ) ≤ lg(ui1v), then,
from Eq. (4–4), f1 f2 <p ui1v and f2 f1 <p ui1v; hence f1 f2 = f2 f1, a contradiction.
Hence lg( f ) > lg(ui1v). Moreover, by Lemma 4.3 and Eq. (4–3), we have the following two
subcases:

(1-1) lg( f ) < lg(ui1v j1 ui1). Then f = ui1v j1 ui1−1u1 for some u1 ∈ X+ with u1 <p u
and u2v

j2 = f m−1, where u2 ∈ X+ with u = u1u2. By Proposition 4.1, we have lg( f ) >

lg(v j1−1) ≥ lg(v j2). This in conjunction with u2v
j2 = f m−1 and lg( f ) > lg(ui1−1) yields

that m = 2, i.e., f = u2v
j2 ; hence u2v

j2 = ui1v j1 ui1−1u1. If ui1 = u2v
k for some 1 ≤ k <

j2, then v j2−k = v j1 ui2−1u1. Since j1 > j2, we have lg(v j2−k) < lg(v j1 ui2−1u1), a contra-
diction. If ui1 = u2v

kv3 for some 0 ≤ k < j2 and v3 <p v, then v j1 ui1−1u1 = v4v
j2−k−1,

where v4 ∈ X+ with v = v3v4. Thus v3v4 = v4v3. By Lemma 2.2, v3, v4 are powers of a
common word. That is, v /∈ Q, a contradiction.

(1-2) lg( f ) < lg(ui1v j1 ui1v j2). Then f = ui1v j1 ui1v1 for some v1 ∈ X+ with v1 <p v

and v2v
j2−1 = f m−1, where v2 ∈ X+ with v = v1v2. Recall that j1 > j2. lg( f ) =

lg(ui1v j1 ui1v1) > lg(v j2) > lg(v2v
j2−1) = lg( f m−1). This contradicts to m ≥ 2.

(2) ui1v j1 ui2v j2 ∈ Q for all i1, i2, j1, j2 ≥ 1 and i1 	= i2. The proof of this case is similar to
case (1).

By above discussion, we have (u+v+)2 \ (u+v+)(2) ⊂ Q. �

Proposition 4.2 Let u, v ∈ Q with lg(u) > lg(v). Then u+v+ ⊂ Q implies that {u, v} is a
pure code.

Proof Let u, v ∈ Q with lg(u) > lg(v). Since uv ∈ Q, by Lemma 2.10, {u, v} is a code. For
convenience, let L = {u, v}. Now, we prove that L is a pure language. That is,

√
w ∈ L∗

for every word w ∈ L∗. If w = λ ∈ L∗, then
√

w = λ ∈ L∗. Hence we consider w ∈ L+.

Let w = uk ∈ L+ for some k ≥ 1. If w ∈ Q, then it implies that w = u because
u ∈ Q; hence

√
w = w = u ∈ L+. If w 	∈ Q, then it is clear that u = √

w ∈ L+.
Note that for w = vk ∈ L+ for some k ≥ 1, it is similar to w = uk . Furthermore, let
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w = ui0v j0 ui1v j1 · · · uir v jr for i0, j0 ≥ 0 and ik, jk ≥ 1 where k = 1, 2, . . . , r. We con-
sider the following subcases: Case(I ) i0 = j0 = 0. It follows that w = ui1v j1 · · · uir v jr .
Case(I I )i0 = 0 and j0 	= 0. Then w = v j0 ui1v j1 · · · uir v jr . By Lemma 4.1, we have
w1 = ui1v j1 · · · uir v jr + j0 . Case(I I I )i0 	= 0 and j0 = 0. Then w = ui0+i1v j1 · · · uir v jr .
From the above three subcases, we prove that L is a pure language by the mathematical
induction on r in the word w = ui1v j1 · · · uir v jr for all ik, jk ≥ 1, where k = 1, 2, . . . , r. If
w = ui1v j1 ∈ Q, then

√
w ∈ L+. By Lemma 4.5, the result is true when r = 2. Suppose

that the result is true for 2 ≤ r ≤ n. We want to show that if w = ui1v j1 · · · uin+1v jn+1 ,

then
√

w ∈ L+. If w = ui1v j1 · · · uin+1v jn+1 ∈ Q, then it is clear that
√

w ∈ L+. Thus
let w = ui1v j1 · · · uin+1v jn+1 /∈ Q. By Lemma 4.1, without loss of generality, assume that
in+1 ≤ ik for all k = 1, 2, . . . , n and

uin+1v jn+1 ui1v j1 · · · uin v jn = f m (4–5)

for some f ∈ Q and m ≥ 2. If f ∈ {u, v}+, then it is clear that {u, v} is a pure language.
Hence f /∈ {u, v}+ is considered. Note that f satisfies Lemma 4.3. From Eq. (4–5) and by
Lemma 2.1, since uin+1v jn+1 ∈ Q, two cases ui1v j1 · · · uin v jn ∈ Q or ui1v j1 · · · uin v jn /∈ Q
need to be considered.

(1) ui1v j1 · · · uin v jn ∈ Q. There exist f1, f2 ∈ X+ with f = f1 f2 such that uin+1v jn+1 =
f i f1, ui1v j1 · · · uin v jn = f2 f m−i−1, where 0 ≤ i < m. If i ≥ 1, by Lemma 4.3, either
f i = uin+1−1u1 for some u1 <p u or f i = uin+1v1 for some v1 <p v. Both cases imply
that lg( f i ) < lg(uin+1v), that is, i lg( f ) < lg(uin+1v). By Lemma 4.4 and in+1 ≤ ik

for all k = 1, 2, . . . n, it follows that lg( f ) > lg(uin+1) and lg( f ) > lg(v jn+1); hence
2 lg( f ) > lg(uin+1) + lg(v jn+1). This in conjunction with i lg( f ) < lg(uin+1v) yields that
i = 1; that is, lg( f ) ≤ lg(uin+1v). From Eq. (4–5), by Lemma 4.1, there exist g1, g2 ∈ Q
with lg(g1) = lg(g2) = lg( f ) such that

ui1v j1 · · · uin+1v jn+1 = gm
1

and

ui2v j2 · · · uin+1v jn+1 ui1v j1 = gm
2 .

This in conjunction with lg( f ) ≤ lg(uin+1v), in+1 ≤ ik for all k = 1, 2, . . . n, and Lemma
4.4 yields that i1 = i2 = in+1 + 1 and g1 = g2 = uin+1 z for some z <p u. Then
ui1v j1 · · · uin+1v jn+1 = g1tv j1 g1tv j2 ui3 · · · uin+1v jn+1 = gm

1 , where t ∈ X+ with zt = u.

Since g1 ∈ Q, we have tv j1 = g1. Thus uin+1 ztv j1 = uin+1+1v j1 = g2
1 . This contradicts

u+v+ ⊂ Q. Therefore, i = 0. Then uin+1v jn+1 = f1, ui1v j1 · · · uin v jn = f2 f m−1. By
Lemma 4.3, there are the following subcases:

(1-1) f = uin+1v jn+1 ui1v j1 · · · uik−1u1 with u1 <p u for some u1 ∈ X+ and k ≥ 1. Then
f2 = ui1v j1 · · · uik−1u1, f m−1 = u2v

jk · · · uin v jn and u = u1u2 for some u2 ∈ X+. It
follows that u2v

jk · · · uin v jn = (uin+1v jn+1 ui1v j1 · · · ui1−1u1)
m−1. If lg(u2) = lg(u1), then

u2 = u1; hence u = u1u2 	∈ Q, a contradiction. Hence lg(u1) 	= lg(u2). We only consider
the subcase lg(u1) < lg(u2). The proof of the subcase lg(u1) > lg(u2) is similarly. As
lg(u1) < lg(u2), there exist u21, u22 ∈ X+ such that u2 = u21u22, u21 = u1 and

u22v
j1 · · · uin v jn = u2uin+1−1v jn+1 ui1−1u1 f m−2. (4–6)
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This yields that u22 <p u2; hence u2 = u22u23 = u21u22 for some u23 ∈ X+. By Lemma
2.3, we have u21 = (pq)i , u22 = (pq) j p, u23 = (qp)i for some p, q ∈ X∗, i ≥ 1, j ≥ 0
and pq, qp ∈ Q. Then u = u21u22u23 = (pq)2i+ j p. Note that p, q ∈ X+ because p = λ

or q = λ imply that u 	∈ Q, a contradiction. Furthermore, we consider Eq. (4–6) again. Since
m ≥ 2 and f = uin+1v jn+1 ui1v j1 · · · uik−1u1, there are the following two subcases:

(1-1-1) v ≤s u1. There exists u11 ∈ X∗ such that u1 = u11v. Since u1 = u21 = (pq)i , this
implies that v ≤s (pq)i . In the Meanwhile, from Eq. (4–6), it follows that

v j1 · · · uin v jn = u23uin+1−1v jn+1 ui1−1u1 f m−2. (4–7)

Thus v ≤p (qp)i . Therefor, we have v ≤s (pq)i and v ≤p (qp)i . By Lemma 2.12,
there are the following four cases for some x, y ∈ X+ with i ′1, i ′2 ≥ 1, j ′1 ≥ 0

and xy, yx ∈ Q.(I )v = (xy) j ′1 x and q = (xy)i ′1+ j ′1 x . This in conjunction with
v j1 · · · uin v jn = (qp)i uin+1−1v jn+1 ui1v j1 · · · ui1−1u1 f m−2 yields that (xy) j ′1 x <p (yx)i ′1+ j ′1
xp(qp)i−1. If j ′1 ≥ 1, then xy = yx . By Lemma 2.2, x, y are powers of a com-
mon word. Thus xy 	∈ Q, a contradiction. Hence, j ′1 = 0 and x j1 ui2 · · · uin v jn =
(yx)i ′1 x(qp)i−1uin+1−1v jn+1 ui1v j1 · · · uik−1u1 f m−2. It is true that the integer j1 is enough
lange such that yx <p x j1 . By Lemma 2.11, we have

√
x = √

y. Thus xy 	∈ Q, a contradic-

tion. (I I )v = (xy)i ′1+ j ′1 x and qp = (xy)i ′1+i ′2+ j ′1 x . This subcase is similar to (I ).(I I I )q =
vi ′1+ j ′1+1. This in conjunction with u = (pq)2i+ j p yields that uvi ′1+ j ′1+1 = (pq)2i+ j+1 	∈ Q,
a contradiction. (I V )v = (qp)i ′1+ j ′1+1q . This also in conjunction with u = (pq)2i+ j p yields
that uv = (pq)2i+ j+i ′1+ j ′1+2 	∈ Q, a contradiction.

(1-1-2) u1 <s v. For Eq. (4–7), there exist v1, v2, v3, v4 ∈ X+ such that v = v1v2 =
v3v4, v1 = u23 and v4 = u1, that is, v = (qp)iv2 = v3(pq)i . We consider the following four
subcases: (I ) lg(v3) < lg(q). There exist q1, q2 ∈ X+ such that v3 = q1 and q = q1q2. This
implies that q2 p(qp)i−1v2 = pq1q2(pq)i−1. If i > 1, then we have q2 pq1 = pq1q2. By
Lemma 2.2, pq1, q2 are powers of a common word. Thus pq 	∈ Q, a contradiction. Therefore,
i = 1; hence v = qpv2 = q1 pq . By Lemma 2.3, we have q1 p = (xy)i ′1 , q = (xy) j ′1 x, pv2 =
(yx)i ′1 for some x, y ∈ X∗, i ′1 ≥ 1, j ′1 ≥ 0 and xy, yx ∈ Q. For pv2 = (yx)i ′1 , this in con-

junction with q2 pv2 = pq = pq1q2 and Lemma 2.3 yields that pq1 = (xy)i ′1 , q2 = (xy) j ′2 x
for j ′2 ≥ 0. Then q1 p = (xy)i ′1 = pq1. By Lemma 2.2, p, q1 are powers of a common word.

Since xy ∈ Q, we have p = (xy)k1 and q1 = (xy)k2 with k1 + k2 = i ′. From pv2 = (yx)i ′1 ,
we have p <p (yx)i ′1 . This implies that xy = yx . By Lemma 2.2, x, y are powers of a
common word. Thus xy 	∈ Q, a contradiction. (I I ) lg(v3) = lg(q). Then v = q(pq)i . This
in conjunction with u = (pq)2i+ j p yields that uv = (pq)3i+ j+1 	∈ Q, a contradiction.
(I I I ) lg(v3) < lg(qp). There exist p1, p2 ∈ X+ such that v3 = qp1 and p = p1 p2. This
implies that p2(qp1 p2)

i−1v2 = (p1 p2q)i . If i > 1, then we have p2qp1 = p1 p2q . By
Lemma 2.2, p1, p2q are powers of a common word. Thus pq 	∈ Q, a contradiction. There-
fore, i = 1; hence v = qpv2 = qp1 pq . Note that lg(v2) = lg(qp1). There exist p3, p4 ∈ X+
such that v2 = p4q and p = p3 p4. Then v = qp1 p2 p4q = qp1 p3 p4q; hence p2 = p3.
Since p = p1 p2 = p3 p4, by Lemma 2.3, we have p1 = (xy)i ′1 , p2 = (xy) j ′1 x, p4 = (yx)i ′1
for some x, y ∈ X∗, i ′1 ≥ 1, j ′1 ≥ 0 and xy, yx ∈ Q. Then p = (xy)i ′1+ j ′1 x . Since
v j1 ui2 · · · uin v jn = pquin+1−1v jn+1 ui1−1u1 f m−2, it implies that p4q <p u = (pq)2i+ j p;
hence yx = xy. By Lemma 2.2, x, y are powers of a common word. Thus xy 	∈ Q, a
contradiction. (I V ) lg(v3) = lg(qp). Then v3 = qp. Since v = (qp)iv2 = qp(pq)i and
lg(v2) = lg(v3), it implies that pq = qp. By Lemma 2.2, p, q are powers of a common
word. Thus pq 	∈ Q, a contradiction. (1-2) f = uin+1v jn+1 ui1v j1 · · · uik v1 for some v1 <p v

and k ≥ 1. The proof of this subcase is similar to (1-1).
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(2) ui1v j1 · · · uin v jn /∈ Q. There exists a primitive word q ∈ (u+v+)+ and k ≥ 2 such
that qk = ui1v j1 · · · uin v jn ; hence w = uin+1v jn+1 qk = f m . By Lemma 2.7, there are the
following two cases:

(2-1) uin+1v jn+1 = (xqk)m−1x for some x ∈ X+. Since q ∈ (u+v+)+ and {u, v} is a code,
this implies that ui1v j1 ≤p q. If q = ui1v j1 , then

uin+1v jn+1 = xui1v j1 ui1v j1(ui1v j1)k−2(xqk)m−2x . (4–8)

Since m, k ≥ 2 and in+1 ≤ i1, we consider the following two subcases:

(2-1-1)xui1 = uin+1vk0 for some k0 ≥ 0. Then from Eq. (4–8), we have v jn+1−k0− j1 =
ui1v j1(ui1v j1)k−2(xqk)m−2x . If ui1 ∈ v+, then since u, v ∈ Q, it implies that u = v, a con-
tradiction. Thus ui1 = vk1v1 and v2v

jn+1−k0− j1−k1−1 = v j1(ui1v j1)k−2(xqk)m−2x, where
v1, v2 ∈ X+ with v = v1v2 and k1 ≥ 1. This implies that v1v2 = v2v1. By Lemma 2.2,
v1, v2 are powers of a common word. Thus v = v1v2 /∈ Q, a contradiction.

(2-1-2)xui1 = uin+1vk0v1 for some k0 ≥ 0 and v1 <p v. We have v2v
jn+1−k0−1 =

v j1 ui1v j1(ui1v j1)k−2(xqk)m−2x, where v2 ∈ X+ with v = v1v2. This implies that
v1v2 = v2v1. By Lemma 2.2, v1, v2 are powers of a common word. Thus v = v1v2 /∈ Q, a
contradiction.
By above discussion, ui1v j1 = q is impossible. Hence ui1v j1 <p q. Again, since q ∈
(u+v+)+ and {u, v} is a code, there exists 1 < l < n such that q = ui1v j1 · · · uil v jl . Then

uin+1v jn+1 = xui1v j1 ui2v j2 · · · uil v jl qk−1(xqk)m−2x .

Since m, k ≥ 2 and in+1 ≤ i1, there are the following two subcases: xui1 = uin+1vk0 for
some k0 ≥ 0, and xui1 = uin+1vk0v1 for some k0 ≥ 0, v1 <p v. The proofs of these subcases
are similar to the situation when q = ui1v j1 .

(2-2) uin+1v jn+1 = (yx(x(yx) j+1)k−1)m−2 yx(x(yx) j+1)k−2xy and q = x(yx) j+1 for some
x 	= y ∈ X+, j ≥ 0. Then w = (yx(x(yx) j+1)k−1)m = f m; hence f = yx(x(yx) j+1)k−1.

Let m ≥ 3. We have uin+1v jn+1 = f m−2 yx(x(yx) j+1)k−2xy. This implies that lg( f ) <

lg(uin+1v jn+1). By Lemma 4.3, f = uin+1−1u1 with u1 <p u for some u1 ∈ X+ or
f = uin+1v1 with v1 <p v for some v1 ∈ X+. If f = uin+1−1u1, then it implies that
lg(yx) < lg(uin+1). This in conjunction with in+1 ≤ i1 and ui1v j1 · · · uin v jn = qk =
(x(yx) j+1)k yields that lg(xy) < lg(ui1). This implies that xy, yx are prefixes of uin+1;
hence that xy = yx . By Lemma 2.2, x, y are powers of a common word. Thus

√
x = √

y;
hence q 	∈ Q, a contradiction. If f = uin+1v1, then we have uin+1v1 <p uin+1v jn+1 =
(yx(x(yx) j+1)k−1)m−2 yx(x(yx) j+1)k−2xy. Since k ≥ 2, m ≥ 3, lg(yx) < lg(uin+1v1).

This in conjunction with in+1 ≤ i1 and ui1v j1 · · · uin v jn = qk = (x(yx) j+1)k yields
that lg(xy) < lg(ui1v1). This implies that xy, yx are prefixes of uin+1v1; hence that
xy = yx . By Lemma 2.2, x, y are powers of a common word. Thus

√
x = √

y; hence
q 	∈ Q, a contradiction. Let m = 2. We have uin+1v jn+1 = yx(x(x(yx) j+1)k−2xy. If
lg(yx) ≤ lg(uin+1), then yx ≤p uin+1 . Now consider ui1v j1 · · · uin v jn = (x(yx) j+1)k . Since
x(yx) j+1 = q ∈ (u+v+)+, there exists 1 ≤ l < n such that x(yx) j+1 = ui1v j1 · · · uil v jl .

This in conjunction with lg(xy) = lg(yx) and in+1 ≤ i1, we get xy ≤ uin+1 . Thus xy = yx .

By lemma 2.2, x, y are powers of a common word. This implies that
√

x = √
y, a contra-

diction. Hence lg(yx) > lg(uin+1). From uin+1v jn+1 = yx(x(x(yx) j+1)k−2xy, we consider
the following two cases:

(2-2-1) yx = uin+1vk0 for some k0 ≥ 1. If k = 2, then uin+1v jn+1 = yxxy. Since
yx = uin+1vk0 , we have xy = v jn+1−k0 . This in conjunction with lg(xy) = lg(yx)
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and lg(u) > lg(v) yields that jn+1 − k0 ≥ 2. That is, xy /∈ Q. By Lemma 4.1, we
have yx /∈ Q. This implies that uin+1vk0 /∈ Q. This contradicts to u+v+ ⊆ Q. If
k ≥ 3, then (x(yx) j+1)k−2xy = v jn+1−k0 . We consider the following two subcases:
(I )(x(yx) j+1)k−2 = vk1 , xy = v jn+1−k0−k1 , where 1 ≤ k1 < jn+1 − k0. Since
lg(xy) = lg(yx) and lg(u) > lg(v), we get jn+1 − k0 − k1 ≥ 2. That is, xy /∈ Q. By
Lemma 4.1, we have yx /∈ Q. This implies that uin+1vk0 /∈ Q. It contradicts to u+v+ ⊆ Q.

(I I )(x(yx) j+1)k−2 = vk1v1, xy = v2v
jn+1−k0−k1−1, where 1 ≤ k1 < jn+1 − k0 and

v1, v2 ∈ X+ with v = v1v2. Since v2v1 <p xy <p (x(yx) j+1)k−2 = vk1v1, we have
v2v1 = v1v2. By Lemma 2.2, v1, v2 are powers of a common word. Then v = v1v2 /∈ Q, a
contradiction.

(2-2-2) yx = uin+1vk0v1 for some k0 ≥ 0 and v1 <p v. The proof of this subcase is similar
to (2-2-1). �

Proposition 4.3 Let u, v ∈ Q with lg(u) < lg(v). Then u+v+ ⊂ Q implies that {u, v} is a
pure code.

Proof By Lemma 4.1, The proof is similar to Proposition 4.2. �
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