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Abstract One of the key elements required for writing self-healing applications for
distributed and dynamic computing environments is checkpointing. Checkpointing
is a mechanism by which an application is made resilient to failures by storing
its state periodically to the disk. The main goal of this research is to enable non-
invasive reengineering of existing applications to insert Application-Level Check-
pointing (ALC) mechanism. The Domain-Specific Language (DSL) developed in this
research serves as a perfect means towards this end and is used for obtaining the
ALC-specifications from the end-users. These specifications are used for generating
and inserting the actual checkpointing code into the existing application. The per-
formance of the application having the generated checkpointing code is comparable
to the performance of the application in which the checkpointing code was inserted
manually. With slight modifications, the DSL developed in this research can be used
for specifying the ALC mechanism in several base languages (e.g., C/C++, Java, and
FORTRAN).
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1 Introduction

Checkpointing is a mechanism by which an application is made resilient to failures
by periodically saving its state to the disk. Scientific applications that take enormous
amount of time to execute (e.g., simulation for protein structure prediction [1] or cli-
mate modeling [2]) and are run in distributed, dynamic and heterogeneous environ-
ments, like a grid, can benefit considerably from checkpointing. In case of failures
or changes in the availability of underlying resources, instead of restarting the ap-
plication from the beginning, the application is restarted from the latest checkpoint.
This is achieved by recreating the pre-failure application state from the saved data on
the disk. Checkpointing is also an essential component for writing self-healing ap-
plications. These applications have the ability of monitoring their own state, detect-
ing faults, and recovering from the faults automatically. Checkpointing or a similar
mechanism (e.g., logging) is required to recover from the fault and continue execution
without having to restart the whole application.

Writing and reading the application state are the major steps involved in check-
pointing. Together, these steps are referred to as Checkpointing and Restart (CaR)
through the rest of this paper. The main types of checkpointing techniques, depend-
ing upon the level of transparency, are: hardware-level [3], system-level [4], user-
level [5], application-level [6-9], and hybrid approaches [10].

e In the hardware-level checkpointing, specialized hardware (e.g., redundant arrays
of inexpensive disks, custom-designed directory controller, and cache memory)
can be integrated into the processors for saving the state of the application.

e The system-level checkpointing is done external to the application with the support
of the operating system and it involves periodically saving the execution state of
the entire application. This typically requires changes to the operating system’s
kernel and the entire process state is saved since the operating system does not
have knowledge about the application semantics.

e The user-level checkpointing process is often done by linking the checkpointing
libraries to the application code. The programmer is free from the burden of mak-
ing any changes to the code and no additional code is required to be installed in
the kernel as compared to the system-level checkpointing. This approach is usually
architecture-dependent.

e The Application-Level Checkpointing (ALC) is a type of checkpointing in which
an application is made reliable by inserting the fault-tolerance mechanism directly
into it. Only the critical variables and data structures are saved to the disk during
ALC.

e A Hybrid Approach is a combination of more than one type of checkpointing tech-
niques. A hybrid of system-level checkpointing and ALC is presented in [10]. The
authors claim that this combination results in higher reliability in real-time sys-
tems.

Although ALC requires more end-user involvement than any other form of check-
pointing, it has several advantages [11]. As compared to other types of checkpointing,
ALC involves lesser storage space (core-dumps are taken in system-level checkpoint-
ing), gives more control for selective checkpointing to the end-user and is useful for
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writing portable applications for different operating systems. As mentioned in [11],
the ALC schemes are language-independent “provided that the base language con-
structs are present” [11].

One major problem with the current techniques for ALC is that they necessitate
invasive reengineering of existing applications for inserting the checkpointing code
(typically done by inserting macros in the source code) and thus make software main-
tenance extremely challenging. If the application code is large, and the number of
critical variables is huge, there might be multiple places at which the end-user might
be required to make changes in the existing application in order to make it fault-
tolerant. Because ALC involves extra read and write operations, the checkpointed
version of the application might take conspicuously longer time to run than the non-
checkpointed one. In the scenario in which the performance is more critical than
fault-tolerance, the stakeholder might want to have the facility to turn off the check-
pointing feature. For the convenience of code maintenance and evolution, it is also
important to avoid creating multiple versions of the application (with and without
checkpointing). Also, the solution space for ALC is constantly evolving. There are
many checkpointing libraries and techniques that already exist, each having some
special merits over the others [4, 11]. With the emergence of many-core and multi-
core architectures, more solutions for fault-tolerance are expected to emerge. Given
such a widespread and an evolving solution space, the end-users should not be forced
to reengineer their application in the event in which they want to switch from one so-
lution to another. Due to all these reasons, it is desirable that the existing application
does not undergo any invasive reengineering in order to become fault-tolerant and the
CaR mechanism (to enable ALC) exists as a pluggable feature.

The rest of this paper is ALC-centric and a detailed discussion of other forms of
checkpointing is beyond the scope of the paper. Because this research necessitates
the involvement of the end-user, it is therefore only a semi-automatic approach to
ALC. This work is relevant for both uniprocessor and multiprocessor systems. At
a coarse-grain level, it can be said that the ALC-approach presented in this paper
is selective (core-dump of the processor’s state is not taken), periodic (checkpoints
are always taken at a particular frequency), and static (the checkpoints are known
before the program is run). In case of checkpointing parallel applications with this
approach, depending upon the end-user’s choice, checkpointing can either be cen-
tralized (only one processor initiates the checkpoint) or distributed (each processor
participates in the checkpointing process). Because while taking centralized check-
points with this approach, it is important that the processors are in a synchronized
state, this approach is a coordinated one. However, synchronizing the processors is
not a part of the approach presented in this paper. It is the end-user’s responsibility to
ensure this manually.

The focus of the research presented in this paper is to raise the level of abstraction
of ALC such that the end-user is not responsible for manually reengineering the exist-
ing application for inserting the checkpointing code. Instead of writing the optimized
ALC code by hand or inserting any library calls in the code (which could lead to code
tangling [12]), the end-user provides the CaR-specifications (what should be check-
pointed and where, along with the frequency of checkpointing) using a high-level
language. The optimized code is then generated and inserted into the existing appli-
cation using a set of domain-specific optimizations (i.e., transformations) [13]. This
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approach therefore not only solves the problems related to versioning and mainte-
nance (described above) but also allows the end-users to take advantage of the latest
tools and techniques for ALC. Some other advantages of this high-level approach
are enhanced code reuse, absence of code restructuring, and highly comprehensi-
ble/readable code for the CaR mechanism. The facility to checkpoint code at arbitrary
points in the application is also provided through this research. The applications that
were made fault-tolerant by inserting the ALC code through the technique demon-
strated in this research produce the results with the same accuracy and precision as
the non-checkpointed code or the manually checkpointed code. The performance of
the application checkpointed by this technique is comparable to the manually check-
pointed version of the application.

The background and related work are presented in Sect. 2 of the paper. The key
idea behind this research is presented in Sect. 3. The test cases used for validating the
results of this research are described in Sect. 4. The results are presented in Sect. 5 of
the paper. Conclusion and future work are presented in Sect. 6.

2 Background and related work

Bronevetsky et al. [6-8] have proposed a preprocessor-based approach for ALC.
Their work is relevant for both shared memory and distributed memory architectures
and their approach consists of two components: a preprocessor, and a checkpointing
library. With their approach, the programmer invasively changes the existing applica-
tion to insert the calls to a predefined function for checkpointing, at the points in the
program where checkpointing is desired. An optimized approach to automated ALC
is presented in [8], which is helpful for asynchronously checkpointing an application.

Ramkumar et al. [14] have used a source-to-source compilation technique for cre-
ating portable checkpoints. In their approach, too, the end-user has to instrument the
existing code by renaming functions and by inserting the call to the checkpointing
library function. The frequency of checkpointing is controlled using a timer that trig-
gers checkpointing. The state of the program is stored on stacks and this approach
doubles the memory requirement for running an application. In case the DRAM can-
not hold the data on the stack, the stack is mapped to a local disk and thus extra
checkpointing overheads are introduced.

Jiang et al. [15] proposed an ALC technique for shared-memory architectures
which they call MigThread. This technique consists of a LEX-based preprocessor
and a run-time support module. The preprocessor scans the code and inserts the thread
migration primitives, renames the functions and variables and inserts other code re-
quired for thread migration [15]. In this technique, parts of computation are assigned
to different threads, the computation is paused, the state of the threads (process, com-
putation, communication) is migrated to a different node, and the computation is
resumed.

In [16], Czarnul et al. have proposed a user-guided approach for inserting calls
to their checkpointing library, either through a dedicated master processor or collec-
tively by all the processors, and call it PARUG. This approach offers the flexibility of
selective checkpointing to the end-user but is invasive.
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Aspect-Oriented Programming (AOP) [12] technique is another way to achieve
the objective of non-invasive ALC and was used during the initial phase of this re-
search [9]. AOP is an advanced form of modular programming that helps the pro-
grammer in separating cross-cutting concerns [12]. When a concern (a program fea-
ture) is present at multiple places and modules in an application, it is known as cross-
cutting. Examples of cross-cutting concerns are logging and ALC. Not only is it dif-
ficult to maintain and evolve applications having cross-cutting concerns, it is hard
to reuse the code. With the AOP technique, the cross-cutting concerns are isolated
in modular units called aspects that can be woven into an application as required.
This type of modularization helps in non-invasive reengineering (or transformation)
of the applications. The aspects can be plugged into the application on demand with-
out affecting the existing base application. The main AOP concepts (e.g., join-point
model [12]) were used to develop the non-invasive and high-level ALC solution pre-
sented in this paper.

The major differences between the research presented in this paper and other
related works are the non-invasive reengineering of existing applications, separa-
tion of the checkpointing concern from the existing application, and the readabil-
ity/comprehensibility of the generated code. However, the onus is on the end-user
to identify the places in the code where checkpointing is required and to specify the
checkpointing-frequency. As compared to Bronevetsky et al.’s approach, the research
presented in this paper is non-invasive but semi-automatic and the end-user is re-
sponsible for ensuring that the processors are in a consistent state before taking the
checkpoint. As compared to Ramkumar et al.’s approach, the research presented in
this paper is at a very high level of abstraction, gives control to the end-user to select
the critical program variables to checkpoint and to select the frequency of checkpoint-
ing. As compared to MigThread, the research presented in this paper is relevant for
different types of architectures and the transformed code is more comprehensible to
the end-user because the original structure is maintained as is with the exception of
checkpointing code inserted at the specified places in the application. The AOP-based
checkpointing approach adopted initially in this research imposed some limitations
that were overcome through the current approach. The AOP language extensions that
are available today for C/C++ and Java do not support code transformation at any
arbitrary place in the application [9, 17] but with the current approach, presented in
this paper, the CaR code can be inserted in applications at arbitrary points. Also, there
is no mature AOP language extension available for FORTRAN (another most com-
mon language used by scientific community) at the time of writing this paper. The
work done in this paper can be extended to support non-invasive ALC of applications
written in several base languages, including FORTRAN.

Though the work of Roychoudhury et al. [18] is related to the aspect-weaving do-
main (and is not specific to the ALC domain), it was the inspiration behind the design
of the framework developed in this research. They have demonstrated a technique for
constructing aspect-weavers for general-purpose programming languages by com-
bining model-driven engineering with a program transformation system. They cap-
ture the aspect-specifications in an abstract manner such that there is no dependency
on any one particular program transformation system. Similarly, in the research pre-
sented in this paper (which is specific to the ALC domain), the CaR-specifications
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are decoupled from the actual implementation of the CaR code in the base applica-
tion. Because of this decoupling, with slight modifications, the DSL developed in this
research can be used for specifying the ALC mechanism in several base languages
(e.g., C/C++, Java, and FORTRAN).

3 Overview of the approach

The technique for non-invasive ALC presented in this paper is a two-step process. It
involves the following two items:

1. Implementation of abstractions for expressing the CaR-specifications.
2. Implementation of a backend for code instrumentation.

The abstraction for expressing the CaR-specifications can be achieved through a
Domain-Specific Language (DSL).

DSLs are specialized, high-level languages that are written to solve problems in
a particular application-domain [19]. The DSLs can be said to raise the level of ab-
straction to that of the problem domain itself such that they are easy to learn and use
as compared to the General-Purpose Languages (GPLs). An excellent example of a
DSL is Structured Query Language (SQL) which is related to the database domain.
For a given domain, a DSL is more expressive than a GPL but unlike the GPLs, has
limited features and applicability. In [19], it has been stressed that the usage of a DSL
results in the increase in productivity and decrease in software development time and
cost.

A DSL for ALC was developed in this research for obtaining the CaR-specifica-
tions from the end-users. As shown in Fig. 1, the end-user provides the existing ap-
plication and the DSL code (CaR-specifications). The remaining steps for generating
the checkpointed application are carried out automatically at the backend and are hid-
den from the end-user. In the backend, the CaR-specifications are used for generating
the actual CaR code in the base language and for non-invasively inserting the same
into the existing application. The checkpointed application can be compiled and run
in the same way as the original non-checkpointed application. This not only raises
the level of abstraction of ALC and decouples the specifications from the implemen-
tation, but also reduces the time, cost and complexity involved in the ALC of existing

CaR Specification
through the DSL
DSL Code ) Code Generator Checkpolnted
+ 7777 " Application

+ Program

Existing Application Tra n;fgir::non

Provided by End-User Backend

End-User

Fig. 1 Steps involved in checkpointing an application
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applications, especially if the applications are large [13]. This DSL can be used for
checkpointing both sequential and parallel applications from diverse domains. The
details about the analysis and design required for developing the DSL, DSL descrip-
tion, and the backend components are provided in the following subsections. Also
provided is an example to illustrate the usage of the DSL and its advantages.

3.1 Domain analysis

The first step in the development of a DSL is the analysis of the domain (in this
case ALC) for which it is being designed. During the domain analysis phase of
developing the DSL, a survey of technical literature and existing implementations
[6, 7, 14, 15, 20] was done to obtain an overview of the terminologies and concepts
related to the ALC-domain. Commonly used terms and their relationships were used
to develop the domain lexicon. Commonalities and differences were observed in the
process of implementing the CaR mechanism across applications in various domains
and these are referred to as features from this point onward in this paper. Some of
the features in the ALC-domain and their relationships are shown as expressions in
Table 1.

As shown in Table 1, the feature ChckptgPack indicates that this DSL pack-
age allows two types of activities, Checkpoint and Restart. If the user wants to
Checkpoint an application then the checkpoint condition, CheckPointCondi -
tion, and the code that should be checkpointed, CheckPointCode, are specified.
The CheckPointCondition includes the specification of the points where the
code for checkpointing should be inserted (Hook and Pattern). It also includes
the frequency of checkpointing (Frequency) and the type of CaR (CaRType).
The expression Hook is made up of HookType and HookElement. Together
with the Pattern (which is a search string), these two syntax elements are used
to identify the places in the application code where the checkpointing code should

Table 1 Excerpt of the features identified in the ALC-domain

ChckptgPack: all (Checkpoint, Restart)

Checkpoint: all (CheckPointCondition, CheckPointCode)
CheckPointCondition: all (Hook,Pattern, Frequency, loopVar?,CaRType)
CaRType: one-of (Centralized, Distributed, Sequential)
CheckPointCode: all (SaveVarType, saveVarArg)

SaveVarType: one-of (SaveInt, SaveDouble, SaveChar,..)

Restart: all (RestartCondition, RestartCode)

RestartCondition: all (Hook, pattern)

RestartCode: all (ReadVarType, restartVarArg)

ReadVarType: one-of (ReadIntVarFromFile, ReadDoubleVarFromFile,..)
Hook: all (HookType, HookElement)

HookType: one-of (afterHookType, beforeHookType, aroundHookType)

HookElement: one-of (Call, Execution, Statement)
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Table 2 Some APIs in the DSL for CaR-specification

SavelInt (<variable name>,
SavelIntArraylD (<array name>,
SaveIntArray2D (<array name>,
columns>, <file name>)
ReadIntVarFromFile (<variable name>,
ReadIntArraylDFromFile (<array name>,
name>)

ReadIntArray2DFromFile (<array name>,

columns>, <file name>)

<file name>)
<number of columns>,

<number of rows>,

<file name>)

<number of

<file name>)
<number of columns>, <file

<number of rows>, <number of

be inserted. In case, checkpointing is required inside a loop, the name of the loop
variable, LoopVar, should also be specified. This is an optional feature and is rep-
resented by “?”. The desired type of CaR (Centralized, Distributed or Se-
quential) should also be specified as a part of CheckPointCondition. The
CheckPointCode includes the specification of the variable or data structure to be
checkpointed. Depending upon the type of the variable or data structure, the user is
expected to specify a list of parameters. For example, if the user intends to save an
integer variable, SaveInt is selected from the list of SavevarType. The other
parameters required from the user in this case would be the name of the variable, and
the name of the file in which the variable needs to be saved.

A set of APIs was developed for capturing the details about the variable or data-
structure to be saved and some of them are presented in Table 2. If the user intends
to save a two-dimensional array of type integer (specified by SaveIntArray2D),
then apart from the name of the array and the file name, the dimension of the array
also needs to be specified.

Likewise, during the restart phase, as per the expression for the feature Restart,
the user should specify the RestartCondition and the RestartCode. As in
the case of CheckPointCondition, the RestartCondition includes the
specification of the Hook and Pat tern. The Hook and Pat tern are together used
to identify the place where the restart code should be inserted. The RestartCode
specification includes the description of the type of the variable or data structure be-
ing read, the name of the variable to be initialized with the value stored in the restart
file and the name of the restart file. If the restart file exists, then the variable is initial-
ized by the value stored in the restart file; else, the program proceeds with the normal
initialization process.

3.2 DSL design

The DSL for ALC was designed from scratch with no commonality with the existing
language. However, this DSL borrows some concepts and constructs from the AOP
techniques. In AOP:
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1. A join point is a well-defined point in the program flow [12], e.g., a method call
(point in the program from where a method is called) and a method execution
(point in the program where the code in the method is executed).

2. A pointcut is used to identify a set of join points [12] that are of interest in the
program flow.

3. An advice is a combination of a pointcut and the code that should be run at the
Jjoin point [12]. There can be several kinds of advice but the main ones are after
advice, before advice, and around advice.

4. An after advice runs after the program proceeds with a particular join point.

. A before advice runs before the program proceeds with a particular join point.

6. An around advice runs as soon as the join point is reached, and depending upon
the code in the advice, the program may proceed with the join point or it can skip
the execution of the join point, running only the advice code.

W

Similar to the concept of advice in AOP, the DSL for ALC has a notion of a well-
defined Hook (shown in Table 1) which is used as a handle to a specific point in the
program flow. A Hook can be of one of the following types: after, before, and around.
A Hook of type after has the same significance as an after advice in AOP. The before
and around type correspond to the before advice and the around advice in AOP. Apart
from the type, a hook definition also includes the specification of the pointcut. Un-
like many language extensions of AOP, in this DSL any syntactically correct program
statement can be specified as a join point. A partial list of the type of join points that
can be specified using this DSL, are: function call, function execution, expression
statement, compound statement, selection statement, and iteration statement. These
different join points give different granularity of control to the end-user. For example,
in case the join point is of type function execution, the end-user gets control of the ex-
ecution point of the function such that the behavior and structure of the entire code in
the function body can be modified if desired. As opposed to function execution, if any
one particular statement in the function needs to be modified, the join point should be
of type statement (examples of allowed statement types are expression statement and
iteration statement). Based on the way the function execution and function call join
points are implemented, they can differ in the scope of action. The scope of function
call type of join point starts with the call to the function and lasts till the program
control returns from the function. The scope of function execution type of join point
starts with the execution of the code in the body of the function and lasts till the last
line of the code in the function body. The DSL keywords for expressing a pointcut
are call, execution, and statement along with a search pattern. An example of a Hook
definition along with the search pattern would be:

around statement (“start = 0;”)

In this example, the statement (“start = 0;7) serves as a join point of type
around.

One of the most important steps during the DSL design stage is to choose a struc-
ture for DSL code constructs. In this DSL, the variant features are specified by the
user and the constant features are automatically generated in the editor. As per the
DSL design, the conditions and the code for checkpointing should be provided by
the user in the code block following the keyword beginCheckpointing. The
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beginCheckpointing:

<Hook> <Pattern> && (Frequency = "<#>") &&(loopVar = "<>")
&& <CaRType>{

<checkpointing code>

}

beginInitialization:

<Hook> {

<restart code>

}

Fig. 2 Basic structure of the DSL code

conditions and the code for restart should be provided by the user in the code block
following the keyword beginInitialization. Apart from deciding the struc-
ture of the language constructs, the valid and invalid combinations of the features
were also identified in the design phase. For example, any attempt to specify the code
pertaining to the restart mechanism (e.g., ReadIntVarFromFile) should not be
allowed in the block following the keyword beginCheckpointing. Therefore,
beginCheckpointing and ReadIntVarFromFile are invalid combinations
of the DSL features. The valid and invalid combination of features is called configu-
ration knowledge [13] and is required during the DSL implementation phase.

3.3 DSL description

The basic structure of the DSL code is shown in Fig. 2. The place-holder for the vari-
ant part, which should be provided by the end-user, is depicted by “<>". The Hook is
a statement, or a function call, or function execution before, after or around which the
checkpointing or restart functionality is desired. The Pattern of the Hook and the
Frequency of checkpointing, which is an integer value, are also required as a part
of the CaR-specification. The && operator is used to create a powerful expression for
CaR-specifications. The 1loopVar shown in Fig. 2 is an optional structural element
and is used only if the variable or data structure meant to be checkpointed is inside
a loop. The datastructures and variables to be checkpointed are specified within “{*
and “}”.

3.4 Sample DSL code

A simple function, computepi, for computing the value of pi (i.e., ) using
C++/MPI [21] is shown in Fig. 3 to illustrate the DSL code to be provided. If the
variable my sum needs to be checkpointed after the execution of the statement on line
# 5, at a frequency of every 10 iterations of the £or loop on line # 3 of Fig. 3, then
the corresponding DSL code for specifying this intention is shown in Fig. 4. The key-
word beginCheckpointing: on line # 1 of the code marks the beginning of the
checkpointing block and is compulsory. The code on lines # 2—4 of the Fig. 4 is used
to express the checkpointing condition. The code on line # 6 of Fig. 4 means that the
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double computepi (int start, int end, double h) {
double mysum = 0.0;
for (int i=start; i<=end; i++) {
double x = h * ((double)i - 0.5);
mysum += 4.0 / (1.0 + x*x);
}

return h*mysum;

W ~J o0 WN

}

Fig. 3 Function to compute the value of pi

SaveDouble (mysum, "restartMysum")
SaveInt (i, "restartlI")

1. beginCheckpointing:

2. after statement("mysum += 4.0 / (1.0 + x*x);")
3. && (frequency = 10)

4. && (loopVar = "i" ) && (CaRType = Distributed)
5. {

6.

7.

8.

}

Fig. 4 Sample DSL code for checkpointing

. beginInitialization:

after statement ("double mysum = 0.0;")

{
ReadIntVarFromFile (start, "restartl")
ReadDoubleVarFromFile (mysum, "restartMysum")

o U WN

}

Fig. 5 Sample DSL code for restart

variable named mysum of type double is being saved in a file named restart-
Mysum. The iteration number is also being saved and the code for the same is on line
#7 of Fig. 4.

During the restart phase, the variable mysum and the starting value of iteration
count, start, are initialized from latest checkpoint stored in the files restart-
Mysum and restartI. The DSL code for specifying this intent is shown in Fig. 5.
The keyword beginInitialization: on line # 1 of the code is compulsory.
As per the DSL design, if the end-user attempts to provide the CaR-specifications
without providing the necessary keywords, the parser will complain about it and the
code generation process will not proceed.

3.5 Backend development

The DSL source code needs to be translated into the language in which the base
application is written (which is called the base language). The DSL code in this re-
search is transformed into the base language (C/C++) source code via a Program
Transformation Engine (PTE) [13, 22] and transformation languages. First, the DSL
code is translated into an intermediate code for the PTE via the Atlas Transforma-
tion Language (ATL) [23]. Using the intermediate code, the PTE generates the code
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double computepi (int start, int end, double h) {

FILE* newInputFilel, newInputFile2;

char *addStringl, *addString2;

/*other code including restart code,code for setting
file names dynamically- e.g., addstringl is set to
(restartMysum+processor id) & addstring2 is set to
(restartI+processor id) */

5. double mysum = 0.0;

6. for (int i=start; i<=end; i++) {
7

8

SN

double x = h * ((double)i - 0.5);
mysum += 4.0 / (1.0 + x*x);

9. if (i % 10 == 0){

10. newInputFilel = fopen(addStringl, "w");
11. newInputFile2 = fopen(addString2, "w");
12. fprintf (newInputFilel, "%$1f ", mysum);
13. fprintf (newInputFile2, "%d ", i);

14. fclose (newInputFilel) ;

15. fclose (newInputFile2) ;

16. }

17

18. return h*mysum;

19. }

Fig. 6 Checkpointed function to compute the value of pi

in the base language (C/C++) and inserts it automatically into the base application.
The example code shown in Fig. 3 is checkpointed by the PTE, on the basis of the
specifications provided in Figs. 4 and 5. The output is shown in Fig. 6. The code for
saving the values of the critical variables is on lines # 9—16 of Fig. 6. The restart code
has been omitted for clarity and brevity.

The PTE is capable of doing non-invasive source-to-source transformation and,
therefore, could have been used directly to transform the existing application into
the checkpointed one. This would have obviated the extra effort spent in developing
the DSL. However, PTEs are complex and difficult to learn and use. Therefore, an
extra layer of abstraction in the form of a DSL was absolutely necessary in this re-
search. Additional details on the design and development of this technique for ALC
are beyond the scope of this paper but have been discussed in [24] and [25]. With
minimum effort, the DSL can be extended to add the facility to checkpoint additional
data structures that are currently not covered in its present scope.

In order to promote DSL code correctness and to reduce coding complexity, a
wizard-driven GUI for DSL code generation (Fig. 7) has been developed. The end-
user can enter the CaR-specifications through the GUI instead of typing them man-
ually as DSL code. For example, the end-user can select one of the features from
the list of ReadvVarType features and provide the parameters (like variable name,
restart file name). The corresponding DSL code is generated automatically. On the ba-
sis of the selections made in the panel for providing checkpointing-specifications, the
panel for restart-specifications is generated dynamically. An outline of the workflow
involved in providing the CaR-specifications is shown in the panel on the left-hand
side of the GUI. A summary page showing the CaR-specifications can be presented
to the end-user in the end for the purpose of overview.

This GUI was developed using the APIs and user-interface from SwingLabs, a
subproject supported by Open source Java projects, an open source initiative from
Sun Microsystems and hosted at https://wizard.dev.java.net/quickstart.html. Because
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Steps Specify patterns for Save
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Fig. 7 Wizard for generating the DSL code

wizard content needs to vary dynamically (contents on the next panel depends upon
the contents of the previous panel/panels), nesting of wizards within wizards was
done. Input validation can be easily programmed and the process of developing this
wizard-driven GUI was itself wizard-driven! This wizard can be run from any plat-
form that has a Java virtual machine installed.

3.6 Benefits of using the DSL

The main advantages of using the DSL for ALC can be summarized as follows:

Non-invasive ALC of existing applications.

Mitigation of the complexity associated with the usage of a PTE.

High-level of abstraction of source-to-source transformation.

Decoupling of the problem and solution space, i.e., the CaR-specifications are
decoupled from the actual implementation of the CaR mechanism.

5. Prevention of code tangling and thus reduction in the effort involved in software
maintenance.

LN

4 Case-studies

While implementing ALC, the end-user should identify the main data structures or
variables from which the entire execution state of the application can be recreated in
case of a failure. Since the ALC involves saving the state of the critical data structures
or variables by writing to a disk, it can incur extra run-time overheads. Therefore,
the frequency at which the checkpoint is taken is also important. The place in the
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application where the checkpoint should be taken can affect the accuracy of the results
in case of the restart. The end-user should therefore be familiar with the logic of the
application in which the CaR mechanism needs to be inserted.

Applications from diverse domains were selected for the validation of the ap-
proach presented in this paper. Some of them are Genetic Algorithm (GA) for Content
Based Image Retrieval (CBIR), Poisson’s Solver, and the Circuit Satisfiability prob-
lem. A brief description of these applications is presented in this section. Checkpoint-
ing was implemented in both the sequential and parallel versions of the applications.

4.1 GA for CBIR

The CBIR technique is used for searching images in large databases on the basis
of the image content instead of the image captions [26]. The images are sliced into
smaller semantic regions and are stored as blobs in the database. Each segment repre-
sents an individual semantic region of the original image (e.g., grass, tiger, butterfly).
The next step involves the extraction of features (color, texture, shape) for each image
segment. Because the amount of image data here is very large, clustering is used to
preprocess the data and reduce the search space in the image retrieval process. The
clustering is performed on image segments and therefore if a segment belongs to the
cluster, so does the image containing the segment. The type of clustering performed
here is GA-based. A typical experiment involved using 9,800 images with 82,556 re-
gions and these image regions were divided into 100 clusters. Additional details and
steps involved in the CBIR procedure can be found in [26].

The GA for CBIR is an excellent test case because it is computation-intensive.
Also, the GA can get stuck in local optima and hence should be run for large num-
ber of generations to get the globally optimal results. Therefore, it is imperative to
checkpoint the application, especially when it is run in a dynamic and distributed en-
vironment. Depending upon the implementation scheme (type of load-balancing and
design pattern) of the GA and the end-user’s preference, the population and the fitness
value of the chromosomes can be saved after certain number of generations or even
during the last generation [9]. In this experiment, if the GA is run for 100 generations
or greater, it produces better quality of clusters. The accuracy with which the im-
ages in the database are matched with the search image improves with improvement
in the quality of clusters. The state of the executing GA application depends upon
the current or initial population, and the seed value of the random-number generator
function. Therefore, for checkpointing the GA, the current population and the value
of the seed used to initialize the random-number generator function are stored in a
file. The time of the day is passed as the seed value to the random-number generator
function in this application. To restart the program from any point in execution, the
GA can be made to read the values of the seed of the random number generator and
the current population from the restart files.

The code snippet for the GA is shown in Fig. 8. Consider the case in which the
checkpointing code should be inserted into this base code after line # 8. The intention
is to save the state of the critical variables after every 10 iterations. Figure 9 shows
the DSL code for describing this intention.
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/*other code*/

for (i=0; i<numGenerations;i++) {
printf ("Gen: %d ", 1i);
pickchroms (fitness,popcurrent, popnext) ;
mutation (popnext, popcurrent) ;
equate (popcurrent, popnext);
evaluatePop (popcurrent,mydata, fitness);
printGenFit (popcurrent, fitness, (int)timel) ;
}

0. /*other code*/

R OWo Jo Ul WDN -

Fig. 8 Code snippet of the sequential GA base code

1. beginCheckpointing:

2. after execution("printGenFit")&& (frequency = 10)
&& (loopVar = "i" ) && (CaRType = Sequential) {

3. SavelInt(timel,"restartTimel")

4. SaveIntArray2D (popcurrent, numChrom, numCentroid,

"restartPopcurrent")

Fig. 9 DSL code snippet for describing checkpointing in the sequential GA code

. beginInitialization: around execution ("dataInitialize")({

ReadIntVarFromFile (timel, "restartTimel")

1
2
3. ReadIntArray2DFromFile (popcurrent, numChrom, numCentroid,
7 return h*mysum;

8

}

Fig. 10 DSL code snippet for describing the restart mechanism in the sequential GA code

The frequency of checkpointing, the CaR type (Sequential), and the loop vari-
able i are specified in the DSL code along with the name of the function print-
GenFit after whose execution the checkpointing code should be inserted.
The restart mechanism is also specified through the DSL and is shown in Fig. 10.
Through this code, the execution of the function dataInitialize is inter-
cepted. Due to this interception, instead of the execution of the initialization code in
the function body, the array popcurrent is initialized with the values read from the
file, restartPopcurrent. If the restart file is not present then the array is initial-
ized using the values read from the file initial. The option of reading from one
of these two files is expressed by using | ”. The variable timel, which is passed as
a seed to the random number generator, is initialized by the values read from the file
restartTimel. The variables numChrom and numCentroid in Figs. 9 and 10
are the dimensions of the array popcurrent and are provided by the user.
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1. /*other code*/

2 if ((inputfile = fopen ("restartPopCurrent", "r")) ==
NULL) {

3 srand48( (long) timel) ;

4. inputfile = fopen("initial", "r");

5. }else(

6 storeVar = fopen ("restartTimel", "r");

7 fscanf (storevar, "%d", &timel);

8. srand48 ( (long) timel) ;

9. inputfile = fopen ("restartPopCurrent", "r");

10. }

11. /*other code*/

12. for (i=0; i<numGenerations;i++) {

13. printf ("Gen: %d ", 1i);

14. pickchroms (fitness,popcurrent, popnext) ;

15. mutation (popnext, popcurrent) ;

16. equate (popcurrent, popnext);

17. evaluatePop (popcurrent,mydata, fitness) ;

18. printGenFit (popcurrent, fitness, (int)timel) ;

19. if (1 % 10 == 0){

20. newInputFile = fopen ("restartPopcurrent", "w");

21. storeVar = fopen ("restartTimel", "w");

22. fprintf (storevar, "%d ", timel);

23. for (ii = 0; ii < numChrom; ii++){

24. for (jj = 0; jj < numCentroid; j++) {

25. fprintf (newInputFile, "%d ",popcurrent[ii][j]j])

26. }

27. fprintf (newInputFile, "\n");

28. }

29. fclose (newInputFile) ;

30. fclose (storeVar) ;

31. }

32. }

33. /*other code*/

Fig. 11 Code snippet of the checkpointed version of the sequential GA

The CaR mechanism described through the DSL, as shown in Figs. 9 and 10, is
translated into intermediate code that a PTE can understand to carry out the non-
invasive transformation of the existing application into a checkpointed one. As per
the specification, the PTE generates the base language code for file I/O. Two files,
restartTimel and restartPopcurrent, are opened and the value of the
variable timel (which is the seed value) and the contents of the array popcur-
rent are saved to these files. The code snippet of the checkpointed code is shown in
Fig. 11. Lines # 2-10 and lines # 19-31 in Fig. 11 are generated and inserted by the
PTE for the purpose of file I/O required for the CaR mechanism.

The parallel version of the code for the GA for CBIR is checkpointed in the same
manner as the sequential one. The base code for the parallel version is shown in
Fig. 12. The CaR-specifications remain almost the same as in Figs. 9 and 10 except
that the type of CaR is Centralized instead of Sequential. The end-user is
required to assure that all the partial computation results have been collected from
the processors and that the processors are in a synchronized state at the time of taking
the checkpoint. The inserted checkpointing code is on lines # 14-28 in Fig. 13.
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/*other code*/
for (i=0;i<numGenerations;i++) {

if (rank==0) {

printf ("Generation #: %d",1i);
}
popnext=pickchroms (fitness, popcurrent, popnext, start x y,..);
MPI Allgatherv (&popnext[0] [0], (start x y.ystart x y.x)*.,..);
if (rank==0) {

popcurrent=mutation (popcurrent,numOfrecords,..);

}

MPI Bcast (&popcurrent[0] [0], numChrom*numCentroid,..);
evaluatePop (popcurrent, mydata, fitness,start x y2,..);
printGenFit (popcurrent, fitness, (int)timel, i, rank);

}

Fig. 12 Code snippet of the parallel GA base code

1
2
3
4.
5
6
7
8

9

/*other code*/
for (i=0;i<numGenerations; i++) {

10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.
28.
29.

if (rank==0) {
printf ("Generation #: %d",1i);
}
popnext=pickchroms (fitness, popcurrent, popnext, start x y,..);
MPI Allgatherv (&popnext[0] [0], (start x y.ystart x y.x)*.,.);
if (rank==0) {
popcurrent=mutation (popcurrent, numOfrecords,..);
}
MPI Bcast (&popcurrent[0] [0], numChrom*numCentroid,..);
evaluatePop (popcurrent,mydata, fitness, start x y2,..);
printGenFit (popcurrent, fitness, (int)timel, i, rank);
if (rank==0) {
if (i % 10 == 0){
newInputFile = fopen ("restartPopcurrent", "w");
storeVar = fopen ("restartTimel", "w");
fprintf (storevar, "%d ", timel);
for (ii = 0; ii < numChrom; ii++){
for (jj = 0; jj < numCentroid; jj++){
fprintf (newInputFile, "%$d ", popcurrent[ii] [j]j])
}
fprintf (newInputFile, "\n");
}
fclose (newInputFile) ;
fclose (storevVar) ;

Fig. 13 Code snippet of the checkpointed version of the parallel GA

4.2 Poisson’s Solver

Solution to partial differential equations is one of the most common computational
tasks performed in the Computational Fluid Dynamics (CFD) and the Poisson Solver
is a representative application that illustrates the communication and computation
patterns in a typical CFD application. In this paper we have considered the solution to
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start = 0;

/*other code*/

for (k = start; k < NTIMES && norm >= tolerance; k++) {
. b = compute(a, £, b, N, N);

/*other code*/

// compute norm

. norm = normdiff (b, a, N, N);

}

O J oy U W

Fi

g. 14 Base code snippet of the sequential Poisson’s Solver

beginCheckpointing:

before statement ("b = compute(a, f, b, N, N);")

&& (frequency = 10)

&& (loopVar="k") && (CaRType = Sequential) {
SaveDoubleArray2D (a,N,N, restarth)
SaveDoubleArray2D (f,N,N,restartF)

SaveDouble (norm,restartNorm)
SavelInt (k,restartK)
}

WO JOoN U WD

Fig. 15 DSL code snippet for describing checkpointing in the sequential Poisson’s Solver

a 2-D Poisson problem with a five-point stencil [27]. The solution involves computing
the value at each point in the computational domain using the neighboring cells from
the previous iterations. The matrix holding these computed values, size of the matrix,
and the current iteration count need to be stored in a file after every certain number
of iterations till a solution converges. In case the application needs to restart from
a particular iteration in future, it can be done using the intermediate values of the
variables and matrices stored in the file rather than restarting the program.

The base code snippet for the Poisson’s Solver is presented in Fig. 14. The critical
variables and data structures for this application are matrices a and f, the number
of iterations which is k, and the norm. The best place to insert the checkpointing
code in this application is before line # 4 of the code in Fig. 14. The DSL code for
checkpointing this application is shown in Fig. 15. The code on line # 2 of Fig. 15
is the specification of the Hook (which is line # 4 of the code in Fig. 14) and is
required for pattern matching in the abstract syntax tree of the application code. It is
necessary to write the variables and data structures to appropriate files and this intent
is expressed by the code on lines # 5-8 of Fig. 15.

The DSL code for specifying the restart mechanism for this application is shown in
Fig. 16. Lines # 3—4 of the code imply that the matrices a and £ should be initialized
from the values read from the files restartA and restartF. In case these restart
files are not present, the matrices are initialized by calling initMatrix<double>
(a,N, N, value) and initMatrix<double> (£, N, N, value) respectively. The
inserted CaR code is shown on lines # 1-10 and 13-32 in Fig. 17.

The DSL code for checkpointing the parallel version of the Poisson’s Solver is
slightly different from that of the sequential version (instead of checkpointing the
matrices a and f, matrices aBig and £Big are being checkpointed here) and is
therefore shown in Fig. 19. The code snippet of the parallel version of the Poisson’s
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=

beginInitialization:

around statement ("start = 0;"){

3. ReadDoubleArray2DFromFile (a,N,N,"restartA") |
initMatrix <double> (a, N, N, value)

4. ReadDoubleArray2DFromFile (f,N,N,"restartfF") |

initMatrix<double>(f, N, N, wvalue)

\S)

5. ReadDoubleVarFromFile (norm,"restartNorm")
6. ReadIntVarFromFile (start,"restartK")
7.}
Fig. 16 DSL code snippet for describing the restart mechanism in sequential Poisson’s Solver
1. if ('restart) {
2. start = 0;
3. initMatrix<double>(a, N, N, value);
4. initMatrix<double> (£, N, N, value);
5. } else { // read a, £, norm and start from restart file
6. readMatrix(a,N,N, "restartA");
7. readMatrix (£,N,N, "restartF",);
8. readVar (&norm, "restartNorm") ;
9. readVar (&start, "restartK");
10. }
11. /*other code*/
12. for (k = start; k < NTIMES && norm >= tolerance; k++) {
13. if(k % 10 == 0){
14. inputfilel = fopen("restartA", "w"
15. inputfile2 = fopen("restartF", "w"
16. inputfile3 = fopen("restartNorm", "w");
17. inputfiled4 = fopen("restartK", "w"
18. for (ii = 0; ii < N; ii++){
19. for (jj = 0; jj < N; jj++){
20. fprintf (inputfilel, "%1f ", a[ii][j]j]):
21. fprintf (inputfile2, "$1f ", £[ii]l[jjl);
22. }
23. fprintf (inputfilel, "\n");
24. fprintf (inputfile2, "\n");
25. }
26. fprintf (inputfile3, "%1f ", norm);
27. fprintf (inputfile4, "%d ", k);
28. fclose (inputfilel) ;
29. fclose (inputfile2) ;
30. fclose (inputfile3) ;
31. fclose (inputfiled) ;
32. }
33. b = compute(a, f, b, N, N);
34. /*other code*/
35. // compute norm
36. norm = normdiff (b, a, N, N);
37. }

Fig. 17 Code snippet of the checkpointed version of the sequential Poisson’s Solver

Solver is shown in Fig. 18. Lines # 2-23 of the code snippet in Fig. 20 show the
checkpointing code for the parallel version of the Poisson’s Solver. The restart code
for both the sequential and parallel versions is the same and hence omitted from the

output code snippet.
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for (k = start;k < NTIMES && norm >= tolerance;k++) {
b = compute(a, £, b, myrows, mycols);
b = exchange<double> (b, myrows+2, mycols+2,..);
/*code for swapping pointers goes here*/
// compute norm
mynorm = normdiff (b, a, myrows, mycols);
MPI Allreduce (&mynorm, &norm, 1,MPI DOUBLE,MPI SUM,..) ;
aBig = collect<double>(a, aBig, M, N,..);
fBig = collect<double>(f, fBig, M, N,..);
}

O oo Jo O W

o .

Fig. 18 Base code snippet of the parallel Poisson’s Solver

1. beginCheckpointing:

2. before statement("b = compute(a, £, b, N, N);")")
3. && (frequency = 3000)

4. && (loopVar="k") && (CaRType = Centralized)

5. {

6. SaveInt (k,restartK)

7. SaveDouble (norm,restartNorm)

8. SaveDoubleArray2D (aBig ,M+2,N,restartA)

9. SaveDoubleArray2D (fBig ,N+2,N,restartF)

10. }

Fig. 19 DSL code snippet for describing checkpointing in parallel Poisson’s Solver

4.3 Circuit Satisfiability

This is an embarrassingly parallel application that is adapted from Michael Quinn’s
book “Parallel programming in C with MPI and OpenMP” [28]. The application sim-
ulates the actual circuit and determines whether a combination of inputs to the cir-
cuit of logical gates produces an output of 1. The application involves an exhaustive
search of all the possible combinations of the specified number of bits in the input.
For example, for a circuit having 30 bits of input, the search space would involve
230 combinations of the bits, which is 1,073,741,824 possibilities. The parallel ver-
sion of the application requires distributed checkpointing, unlike the previous two
case-studies, which involved centralized or sequential checkpointing.

The base code snippet of the Circuit Satisfiability application is presented in
Fig. 21. The critical variables for this application are upper_1limit, the iteration
number which is i, and the number of solutions found (which is mySolutions in
the code). However, in this paper, for the sake of brevity, mySolutions is not being
considered for the illustration of the checkpointing technique and only the values of
upper_limit and i are being shown to be saved.

It is best to insert the checkpointing code after lines # 8 and 13 of the code in
Fig. 21. The DSL code for checkpointing this application is shown in Fig. 22. Because
this involves a Distributed type of checkpoint, each processor is responsible for
saving the state of the critical variables in separate files. The restart code in Fig. 23
illustrates the usage of after statement type of Hook. The instrumented code
is shown in Fig. 24. As can be noticed from the code, the file names for saving and
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1. for (k = start;k < NTIMES && norm >= tolerance;k++) {
2. if (rank==0) {

3 if(k % 3000 == 0){

4. inputfilel = fopen("restartA", "w"

5. inputfile2 = fopen("restartF", "w"

6 inputfile3 = fopen("restartNorm", "w");

7 inputfile4 = fopen("restartK", "w"

8 fprintf (inputfile3, "%1f ", norm);

9. fprintf (inputfile4, "%d ", k);

10. for (ii = 0; ii < M+2; ii++){

11. for (jj = 0; jj < N+2; ji++){

12. fprintf (inputfilel, "%1f ", aBig[ii][jjl):
13. fprintf (inputfile2, "%1f ", £fBig[ii]l[jjl):
14. }

15. fprintf (inputfilel, "\n");

16. fprintf (inputfile2, "\n");

17. }

18. fclose (inputfilel) ;

19. fclose (inputfile2) ;

20. fclose (inputfile3) ;

21. fclose (inputfiled) ;

22. }

23. }

24. b = compute(a, £, b, myrows, mycols);

25. b = exchange<double> (b, myrows+2, mycols+2,..);
26. /*code for swapping pointers goes here*/

27. // compute norm

28. mynorm = normdiff (b, a, myrows, mycols);

29. MPI Allreduce (&mynorm, &norm, 1,MPI DOUBLE,MPI SUM,..);
30. aBig = collect<double>(a, aBig, M, N, P, Q,..);
31. fBig = collect<double>(f, fBig, M, N, P, Q,..);
32.}

Fig. 20 Code snippet of the checkpointed version of the parallel Poisson’s Solver

reading the critical variables are generated dynamically for the Distributed CaR
type.

5 Results and analysis

The experiments for this research were run on a 32 node dual-processor Opteron
cluster (Everest) and a 128 node dual-processor Xeon cluster (Olympus) in the De-
partment of Computer and Information Sciences at the University of Alabama at
Birmingham. In the Everest cluster, each node has 2 GB of RAM, 80 GB of hard
drive, and gigabit Ethernet connected with gigabit switch. In the Olympus cluster,
each node has 4 GB of RAM, low-latency Infiniband network, and 4 terabytes of
disk space. The sequential versions of the applications selected in the case-studies
were implemented in C/C++. The parallel versions were implemented in C/C++ and
MPI [21]. The process of the code generation (for both the DSL and the CaR) is hid-
den from the end-user; so essentially, the end-user effort is restricted to providing the
CaR-specifications through the wizard-driven GUI or writing the DSL code. In all
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10.
11.
12.
13.

14.
15.
16.

//other code

MPI Init ( &argc, é&argv );

MPI Comm rank ( MPI_COMM WORLD, &rank );

MPI Comm size ( MPI COMM WORLD, &size );

//other code

maxLimit= pow (2, input bits);

lower limit = (minLimit (size-rank)+ (rank*maxLimit))/size;

upper limit=(minLimit (size-rank-1)+ (rank+l)*maxLimit)/size;

for (i = lower limit; i < upper_ limit; i++ ) {
convertToBinary( i, input bits, binary vector );

value = circuit value (input bits, binary vector );
if ( value == ) {
mySolutions++;

/* write the iteration number & solution to output file*/
}

}
MPI Reduce (&mySolutions, &globalSolutions,1,MPI INT,.. );

Fig. 21 Base code snippet of the parallel Circuit Satisfiability application

oo

. beginCheckpointing:

beginCheckpointing:
after statement("upper limit = (minLimit (size-rank-1) +
(rank+1) *maxLimit) /size;")
&& (frequency = 1) && (CaRType = Distributed) {
SavelLong (upper limit, restartUpperLimit)

}

after statement ("mySolutions++;") && (frequency = 100)
&& (loopVar="i") && (CaRType = Distributed) {
SaveLong (i, restartLowerLimit)

}

F

g.22 DSL code for checkpointing the Circuit Satisfiability application

w

. beginInitialization:

after statement ("maxLimit= pow(2, input bits);")({
ReadlLongVarFromFile (minLimit, "restartLowerLimit")

ReadlLongVarFromFile (maxLimit, "restartUpperLimit")

Fig. 23 DSL code for specifying the restart code for the Circuit Satisfiability application

the experiments, as expected, it was observed that the overhead due to checkpointing
decreases with the decrease in the frequency of checkpointing.

Both the sequential and parallel versions of the GA for CBIR were checkpointed
through the DSL and also manually for comparison purposes. There were 82,556
image segments involved in the experiment. The population size considered in the
experiment was 50 chromosomes and the number of centroids on each chromosome
was 100. A comparison of the execution time (in seconds) of the sequential GA hav-
ing the manual and the generated version of the CaR code is shown in Fig. 25. The
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1. //other code
2. char fnamel[20] = "restartLowerLimit";
3. char fname2[20] = "restartUpperLimit";
4. char buf[5];
5. char *addStringl, *addString2;
6. //other code
7. MPI Init ( &argc, &argv );
8. MPI Comm rank ( MPI COMM WORLD, &rank );
9. MPI Comm size ( MPI_COMM WORLD, &size );
10. addStringl=(char*)malloc((strlen (fnamel)+
strlen (buf)+1) *sizeof (char)) ;
11. strcpy (addStringl, fnamel) ;
12. sprintf (buf,"%d", rank) ;
13. strcat (addStringl, buf) ;
14. addstring2=(char*)malloc((strlen (fname2)+
strlen (buf)+1) *sizeof (char)) ;
15. //other code
16. maxLimit= pow (2, input bits);
17. inputfilel = fopen(addStringl, "r");
18. if (inputfilel !=NULL) {
19. fscanf (inputfilel , "%11d", &minLimit);
20. fclose (inputfilel) ;
21. }
22. inputfile2 = fopen(addString2, "r");
23. if (inputfile2 !=NULL) {
24. fscanf (inputfile2, "%11d", &maxLimit) ;
25. fclose (inputfile2) ;
26. }
27. lower limit = (minLimit (size-rank)+ (rank*maxLimit))/size;
28. upper limit=(minLimit (size-rank-1)+ (rank+l)*maxLimit)/size;
29. inputfilel = fopen(addString2, "w");
30. fprintf (inputfilel, "%11d ", upper_limit);
31. fclose (inputfilel) ;
32. for (i = lower limit; i < upper limit; i++ ){
33. convertToBinary( i, input bits, binary vector );
34. value = circuit value (input bits, binary vector );
35. if ( value == ) {
36. mySolutions++;
37. if(i % 100 == 0) {
38. inputfile2 = fopen(addStringl, "w"
39. fprintf (inputfile2, "%11d ", 1i);
40. fclose (inputfile2) ;
41. }
42. /*write the iteration number & solution to output file*/
43. }
44, }
45, MPI Reduce (&mySolutions, &globalSolutions,1,MPI INT,.. );

Fig. 24 Code snippet of the checkpointed version of the Circuit Satisfiability application

sequential GA was run for 100 generations and the checkpointing was done every
10, 20, and 30 iterations. The performance of the sequential application in which
the checkpointing code was generated through the DSL-specifications is comparable
to the performance of the application in which the checkpointing code was inserted
manually. The code generation process did not cause any significant loss in perfor-

mance.
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Fig. 25 Run-time comparison for sequential genetic algorithm for CBIR
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Fig. 26 Run-time comparison for parallel genetic algorithm for CBIR

The parallel version of the GA for CBIR was run for 1000 generations on 50
processors. Because the parallel version of the GA executes very quickly (if run for
100 generations, and with dynamic load-balancing, it takes just 98 seconds to execute
on 50 processors), it was run for greater number of iterations to study the impact of
checkpointing. The checkpointing was done after every 10, 20, and 30 iterations.
A comparison between the manual and the generated version of the checkpointed
code of the parallel GA is shown in Fig. 26. The performance of the parallel GA with
the generated checkpointing code is comparable to that of the manually checkpointed
parallel GA.

Both the sequential and parallel versions of the Poisson’s Solver were also check-
pointed manually and through the DSL. The applications were run for 50,000 itera-
tions for a 1000 x 1000 matrix. In both the versions, the convergence is reached after
41,218 iterations. The checkpointing is done after every 3000, 5000, and 10,000 iter-
ations for the sequential version because the execution time is very large. The com-
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Fig. 27 Run-time comparison of sequential Poisson’s Solver
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Fig. 28 Run-time comparison of parallel Poisson’s Solver

parison chart of the execution time of the sequential version is presented in Fig. 27
and that of the parallel version is presented in Fig. 28. The parallel version was run
on 40 processors and the frequency of checkpointing was every 1000, 3000, and 5000
iterations.

The results of checkpointing the sequential and parallel versions of the Circuit
Satisfiability application are presented in Figs. 29 and 30. The parallel version of the
application was run on 10 processors with 30 input bits. The total number of solu-
tions that satisfied the circuit was 1920. The checkpointing was done every 10,000,
20,000, and 30,000 iterations in the parallel version. In the sequential version of the
application, the checkpointing was done every 30,000, 50,000, and 60,000 iterations.

The performance of the version in which the CaR mechanism was generated
through the DSL is within 5% of the version in which the CaR mechanism was in-
serted manually for all the test cases used in this research. The difference between the
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Fig. 29 Run-time comparison of sequential Circuit Satisfiability application
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Fig. 30 Run-time comparison of parallel Circuit Satisfiability application

performance overheads of the generated and manually written code (which is maxi-
mum 5% in the worst case) seems to be less apparent if the code is run for very large
number of iterations and the checkpointing is done at a very low frequency. Though
the GUI developed in this research can be used for generating the CaR-specifications
(i.e., the DSL code) in a wizard-driven manner, the end-user can also specify the
DSL code manually. The CaR specifications written for the sequential version of
some types of applications can be reused, with a single modification, for the parallel
version as well. For example, in case of the GA, the only difference in the DSL code
for the sequential and parallel versions was in specifying the CaRType. Hence, the
end-user effort is reduced in terms of increase in code reuse.

The CaR code could have also been generated directly through the PTE without
using the DSL. However, the time and complexity involved in learning and using
the PTE necessitated a higher level of abstraction and the DSL developed in this re-
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search provides the same. Inserting the CaR mechanism using the DSL and the PTE
is a cost-effective and hardware-independent option for non-invasive reengineering of
large legacy applications to make them fault-tolerant. The problems related to main-
taining different copies of the application are also overcome and it is easy to evolve
the application. Because the original application does not undergo any restructuring,
the readability and understandability of the legacy application are also maintained.
The checkpointed application can be migrated from one resource to another without
affecting the accuracy of the results [9]. If the resources are comparable, no signif-
icant loss in performance is observed [9]. This DSL-based ALC-technique can be
extremely useful in dynamic environments, like the grid, where small size of check-
points and platform-independence are of prime importance [29].

6 Conclusion and future work

This research demonstrates a non-invasive technique for ALC of existing applications
by using a combination of a DSL and a PTE. The DSL is used in the front-end for
capturing the CaR-specifications. The PTE works in the backend to generate and in-
sert the code for CaR into the applications on the basis of the specifications provided
through the DSL code. This research is relevant for checkpointing both sequential
and parallel applications and is independent of the underlying machine-architecture.
The differences between checkpointing the sequential and parallel implementations
of an application are illustrated in Sect. 4 of the paper. The DSL has been updated
since [25] was written and the facility of taking distributed and centralized check-
points has been provided now.

During the checkpointing process, the accuracy of the results and the original pro-
gram structure are maintained with the exception that the additional advantage of
fault-tolerance is provided in the applications. The performance of the application
with the checkpointing code generated through this approach is comparable to the
performance of the application in which the CaR code is inserted manually. If a par-
allel application requires centralized checkpointing, it is the end-user’s responsibility
to make sure that the checkpoint is taken only after the processors are in a synchro-
nized or a consistent global state. Therefore, no facility to monitor and save messages
in global context is required in the DSL per se.

The DSL for capturing CaR-specifications promotes code reusability, correctness
(checkpointing code exists as tested components) and expressiveness. This approach
is also helpful in resolving the major issues identified previously in the paper (i.e.,
the checkpointing should exist as a pluggable feature, invasive reengineering of the
legacy applications should be eliminated, and the specifications should be separated
from the implementation). Because the CaR-specifications are decoupled from its im-
plementation, instead of using the code generator for inserting the checkpointing code
into the application, off-the-shelf ready-to-use checkpointing libraries (e.g., [15]) can
also be used in the backend. In which case, the CaR-specifications can be translated
into the library calls.

The wizard-driven GUI for capturing the CaR-specifications helps the end-user by
alleviating the need to learn the DSL syntax. The wizard-driven GUI will be improved
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in future so that the end-user can provide the CaR-specifications with reduced effort.
Efforts are under way to optimize the fault-tolerance mechanism. The approaches to
integrate the schemes for optimizing the checkpointing-related I/O [8, 30] are being
explored and are part of the future work. In [30], an analytical model of the check-
pointing process has been proposed on the basis of the mean-time-to-failure of the
system, amount of memory being checkpointed, I/O bandwidth, and the frequency of
checkpointing. Such an analytical model can be integrated in the approach presented
in this paper for suggesting an optimal frequency of checkpointing to the end-user.
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