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Abstract: This study investigates joint estimation carrier frequency offset (CFO) and channel impulse response (CIR) in the
problematic orthogonal frequency division multiple access (OFDMA) downlink scenario at the cell boundary, where a
maximum supposition of three adjacent base stations preambles can be received. A novel scheme is proposed for estimating
the CFOs and CIRs of different cells. First, the highly efficient joint maximum-likelihood (JML) algorithm is used to enable
robust CFO estimation by exploiting the idempotent property of the projection matrix. Next, in order to estimate the precise
CIR, the composite CFO-based and circularly shifted preamble signatures are proposed by applying the constrained minimum
variance (CMV) algorithm to suppress adjacent-cell interference. Finally, the CFO and CIR estimations are enhanced by an
iterative cancellation scheme. To the best of the authors research, there is no publication study proposed joint JML-CFO and
CMV-CIR estimators for OFDMA downlink systems with adjacent-cell interference. Simulation results show that the
proposed algorithms provide better performance than the conventional estimators and approach the theoretical Cramer–Rao
lower bound at the cell boundary over frequency-selective fading channels.

1 Introduction

To achieve high spectrum efficiency and high system
capacity, the orthogonal frequency division multiple access
(OFDMA) scheme has been applied in many broadband
cellular wireless systems, including worldwide
interoperability for microwave access (WiMAX) IEEE
802.16e [1] and 3GPP long-term evolution (LTE) [2]. An
important function of the OFDMA receiver is to provide
robust synchronisation before the data payload is received.
With the assistance of a transmitted preamble, the
synchronisation process usually includes two major tasks,
that is, the estimation of carrier frequency offset (CFO)
and channel impulse response (CIR) [3]. Accurate CFO
compensation is needed to maintain orthogonality between
subcarriers. Without compensation, inter-carrier interference
(ICI) can degrade receiver performance. Similarly, accurate
channel estimation is also needed for effective equalisation
in the frequency domain. In conventional synchronisation
algorithms [3–7], CFO and CIR are separately estimated
using a simple two-stage approach. Although they enjoy the
implementation feasibility, the residual CFO caused by
frequency synchronisation errors can substantially degrade
CIR estimation performance [8]. Therefore such algorithms
are sub-optimal and suffer from the degraded performance
as compared with the Cramer–Rao lower bound (CRLB).

On the other hand, in the pursuit of the optimal estimation
performance, a lot of papers [9–18] in OFDM systems have
been proposed by a joint CFO and CIR estimation schemes.
In these schemes, CFO and CIR estimations are achieved
iteratively in expectation–maximisation [9–12] or by
alternating projection algorithms [13, 14]. Besides, studies
by Chen et al. [15], Morelli and Mengali [16] and Hwang
et al. [17] have also proposed joint CFO and CIR
estimation schemes that achieve performance approaching
that of CRLB. However, these estimators were designed for
single-cell OFDM systems rather than for OFDMA
downlink systems in the presence of severe adjacent-cell
interference.
Moreover, since most OFDMA-based cellular systems

have frequency reuse factor of one and sector antennas,
where each sector of the base station has its own
cell-specific preamble sequence. However, at the cell edge,
severe interference from three adjacent base stations exists,
and therefore hinders the synchronisation techniques in
[9–17] to work well. In this case, the users at the cell
boundary will suffer from a small signal-to-interference and
noise ratio (SINR) performance because of the adjacent-cell
and ICI interferences induced by the synchronisation errors.
It will increase an outage rate at the cell boundary.
Presently, the crucial requirement for achieving high
cell-edge throughput is the downlink coordinated
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multi-point transmission/reception system [18]. For improved
SINR performance and reduced outage rate at the cell
boundary, this study developed an optimal synchronisation
algorithm for reducing cell-edge interference and for
achieving a performance approaching that of the ideal
CRLB. First, a joint maximum-likelihood (JML)
formulation is used for simultaneous estimation of multiple
CFOs and CIRs for three interfering cells. A highly
efficient JML algorithm is then derived for accurately
estimating CFOs in terms of coarse fast Fourier transform
(FFT) peak finding and a refining zoom-FFT. Second, the
estimated CFOs are used to construct phase-rotated and
circularly shifted preamble sequences for all sectors. The
sequences are then applied in the subsequent constrained
minimum variance (CMV) algorithm [19, 20] to estimate
the CIR for each cell while suppressing interference from
the other two cells. Finally, the estimated CFOs and CIRs
are used for separate regeneration of the received preamble
signals for all cells. Thus, the iterative interference
cancellation [21, 22] procedure further improves the CFO/
CIR estimation accuracy in each cell. The resultant
estimator is referred to as a robust JML-CMV estimator.
Furthermore, CRLBs derived for the CFO and CIR
estimations are used as benchmarks for comparing the
performance of the proposed JML-CMV estimator. The
simulation results for the addressed severe adjacent-cell
interference scenario confirm that the robustness of the
proposed estimator approaches that of the CRLB. To the
best of our knowledge, there is no publication paper
proposed joint CFO and CIR estimation for OFDMA
downlink systems with adjacent-cell interference.
The paper is organised as follows. Section 2 formulates the

received signal model with CFO and CIR effects for a
cell-edge environment. In Section 3, the JML-CMV
estimator structure and the associated algorithms are
developed. Section 4 derives the CRLB of CFO and CIR
estimation. Section 5 presents the simulation results,
including mean square error (MSE) and output preamble
SINR, which confirm the excellent performance of the
proposed estimator. Finally, conclusions are made in
Section 6.

2 System and signal model

A downlink packet-based OFDMA cellular system with three
cell reuse architecture is considered in Fig. 1. Users at the cell
boundary simultaneously receive cochannel signals from all
three sectors of adjacent cells. The severe adjacent-cell
interference generated in this scenario causes difficulty for
the user when performing synchronisation tasks. Fig. 2
shows the OFDMA transceiver structure, in which the start
preamble in each sector downlink frame is used for CFO
and CIR estimations. In WiMAX, the adjacent cells are
synchronised to the same frame timing, and employ the
preambles with mutually orthogonal subcarrier sets which
are interleaved and offset by i = 0, 1, 2 subcarriers. The
transmitted N-point preamble symbol vector s(i) = [s(i)(0) · · ·
s(i)(N − 1)]Tof the ith cell can then be expressed as

s(i) = FHd(i) (1)

where FH denotes the N × N orthonormal inverse fast Fourier
transform (IFFT) matrix and d(i) = [d(i)(0) · · · d(i)(N − 1)]T is

the frequency-domain training sequence in which

d(i)(n) =
u(i)

n− i− 1

3

( )
, n = 3 k + i+ 1,

k = 0, 1, . . . , M
0, otherwise

⎧⎪⎪⎨
⎪⎪⎩ (2)

where u(i)(k) is the specific frequency-domain Zadoff–Chu
sequence code [23] with the number of length M = int (N/3)
for the ith cell, i = 0, 1, 2. The int(x) means the largest
integer not exceeding x. An Ng-point cyclic prefix (CP) is
then inserted to avoid the inter-symbol interference caused
by the multipath channel. Let h(i) = [h(i)(0) · · · h(i)(L− 1)]T

denote the unknown discrete-time CIR between the user
and the ith base station, where channel length L < Ng.
Similarly, let f (i)D denote the unknown CFO with
normalisation of subcarrier spacing for the ith base station.
Besides the CFOs, there are carrier phase offsets (CPOs)
too. Owing to the constant phase property existing in
different subcarriers in [17], the CPOs can be
accommodated into the corresponding CIRs. In Fig. 2b, we
assume that the user is located at the cell boundary, where
it receives the superimposed preambles from the three
adjacent cells with different CIRs and CFOs. With
adjacent-cell interference, the equivalent received signal
vector y = [y0 · · · yN−1]

T after CP removal can be written as

y =
∑2
i=0

G(f (i)D )S(i)h(i) + w (3)

where w = [w0 · · ·wN−1]
T denotes the N × 1 complex

white Gaussian noise with zero mean and covariance matrix

s2
wIN×N . The G( f

(i)
D ) = diag{1, ej2pf (i)D

/N , . . . , ej2pf
(i)
D

(N−1)/N }
denotes the N ×N diagonal matrix because of CFO of the ith
cell. The S(i) = [s(i)0 · · · s(i)L−1] is the N × L circulant matrix,

in which the kth column s(i)k is the rotated preamble vector

after k cyclic shifts of the base code s(i)0 . Next, based on the
IFFT of the frequency-domain preamble code in (1) and (2),
the time-domain N-point polyphase Zadoff–Chu sequence
can be denoted as the base code s(i)0 = FHd(i) with

Fig. 1 OFDMA cellular system with three cell reuse architecture
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u(i)(k) = 1			
M

√ exp jpk2(i+ 1)/M
( )

, where i and M are

relatively prime. Then, the time-domain Zadoff–Chu
sequence has well autocorrelation and cross-correlation
properties, that is, ks(i)k , s

(i)
m l = 1 for k = m and

ks(i)k , s
(i)
m l ≃ 0 for k = m.

In the presence of severe adjacent-cell interference, we
attempt to estimate the parameter set { f (i)D , h(i)}2i=0 in the
received signal model (3) and to cancel the adjacent-cell
interference so that the user can properly link to the base
station. Next, the popular CFO estimators, that is,
cross-correlation-based method, are readily found in the
literatures [24, 25]. For example, the maximum-likelihood
estimator (MLE) [24], which is the optimum estimator
under additive white Gaussian noise (AWGN), is used in
the post-despread signal of two contiguous preambles to
estimate the CFO of the ith cell, that is

f̂ (i)D = 1

2p
tan−1

∑L−1
l=0 Im diag s(i)

H

l

( )
y(k + 1)

( )H
diag s(i)

H

l

( )
y(k)

( )[ ]
∑L−1

l=0 Re diag s(i)
H

l

( )
y(k + 1)

( )H
diag s(i)

H

l

( )
y(k)

( )[ ]
⎧⎪⎪⎨
⎪⎪⎩

⎫⎪⎪⎬
⎪⎪⎭
(4)

where s(i)
H

l y(k) is the despreaded signal of the lth path of the
kth preamble for ith cell. The MLE algorithm in (4) is used as
the benchmark method to be compared with the proposed
algorithm, which will be simulated in Section 5. Most
existing frequency offset estimators are developed based on
the assumption of no or little interference (i.e. AWGN). In
the presence of strong interference, these estimators often
degrade seriously. Therefore interference cancellation must
be performed before frequency offset estimation.

3 Efficient multi-CFO/CIR estimation by
iterative JML-CMV method

Since the received signal in (3) involves the multi-CFO/CIR
and adjacent-cell interference, the orthogonality between
preambles is destroyed by the difference in CFOs and
mutual interference. This section therefore describes how
the proposed iterative JML-CMV method with interference

cancellation is used to estimate ith cell parameters
{ f (i)D , h(i)}. Fig. 3 shows an overall schematic diagram of the
proposed method. The iterative estimator includes the
JML-CFO estimator, CMV-CIR estimator, signal
reconstruction and the selected adjacent-cell interference
combiner. The design of the iterative estimator involves the
following procedures. First, the multi-cell JML-CFO
estimator performs a CFO estimation. Second, the multipath
channel response of multi-cell is estimated by exploiting the
estimated frequency offset and CMV estimator. Next,
the multi-cell signal reconstruction is done by exploiting the
carrier frequency estimate, path gain estimate and the
known preamble sequence. Finally, the reconstructed
multi-cell signal waveforms are selectively combined and
subtracted from the received data sent to the next iteration
to obtain the more accurate multi-cell CFO and CIR
parameters.

3.1 JML algorithm for CFO estimation

According to (3), the likelihood function of f (i)D , h(i)
{ }

with

i = 0, 1, 2 for the received data vector y can be written as

p y; f (i)D , h(i), i = 0, 1, 2
{ }( )

= 1

ps2
( )N exp − 1

s2
y−

∑2
i=0

G( f (i)D )S(i)h(i)
∥∥∥∥∥

∥∥∥∥∥
2{ }

= 1

ps2
( )N exp − 1

s2
y− �G(f D) �Sh
∥∥ ∥∥2{ } (5)

where f D = f (0)D f (1)D f (2)D

[ ]T
is a 3 × 1 vector. The composite

preamble matrix is �S = diag S(0), S(1), S(2)( )
with

dimensions of 3N × 3L, the CIR is �h = [h(0)
T

h(1)
T

h(2)
T

]T

with dimensions of 3L × 1, and the CFO is
�G f D
( ) = G( f (0)D )G( f (1)D )G( f (2)D )

[ ]
with dimensions of N ×

3N. Note that the function of the MLE is equivalent to
minimising the following metric

D̂ = f̂ D, �̂h
{ }

= arg min
f D , �h{ } y− �G(f D) �Sh

∥∥ ∥∥2 (6)

Fig. 2 Block diagram of the OFDMA downlink transceiver system

a Transmitter
b Receiver

www.ietdl.org

60
& The Institution of Engineering and Technology 2013

IET Commun., 2014, Vol. 8, Iss. 1, pp. 58–68
doi: 10.1049/iet-com.2013.0092



If the estimated CFO f̂D is known, the composite channel

estimate �̂h with 3L × 1 dimension is easily obtained by
finding the linear least-square (LS) solution

�̂h = �S
H�S

( )−1
�S
H �G

H
f̂D
( )

y (7)

The �̂h is substituted into (6), and after some derivation, the
metric for CFO estimation can be rewritten as

D̂ = argmin
f D{ }

�G
H
f D
( )

y− �̂Sh
∥∥∥ ∥∥∥2

= argmax
f D{ } P�S�y f D

( )∥∥ ∥∥2 (8)

where �y(f D) = �G
H
(f D)y denotes the 3N × 1 received signal

vector with CFO effect, and P�S = �S �S
H�S

( )−1
�S
H

is the

3N × 3N pre-computed projection matrix onto the column
span of �S. According to (8), the computational expense of a
brute-force grid search for the JML-CFO is too high.
Therefore an efficient JML-CFO estimation scheme is
proposed.
Since P�S is known and idempotent, the JML-CFO

estimation is equivalent to maximising

f̂D = argmax
f D{ } yHC(f D)P�SC

H(f D)y
{ }

(9)

where the N × 3N matrix of CFO effect is denoted by
C f D
( ) = [C( f (0)D )C( f (1)D )C( f (2)D )] with the N × N diagonal

matrix of C( f (i)D ) = diag{1, ej2pf (i)D
/N , . . . , ej2pf

(i)
D

(N−1)/N }
for i = 0, 1, 2. The efficient algorithm is obtained by
rewriting (9) as

f̂D = argmax
f D{ } eH f D

( )
P�S ⊙ (�y∗�yT)
( )

e f D
( ){ }

(10)

where the 3N × 1 received signal vector is �y = [yTyTyT]T, the
3N × 1 composite CFO vector is e(f D) =
[e( f (0)D )Te( f (1)D )Te( f (2)D )T]T with the N × 1vector of e( f (i)D ) =
[1, e−j2pf (i)

D
/N , . . . , e−j2pf (i)

D
(N−1)/N ]T and ⊙ denotes an

element-wise multiplication operation. Clearly, the 3N × 3N

matrix A = P�S ⊙ (�y∗�yT) is easily obtained by element-wise
multiplication of the known matrix P�S with the vector
product of the received signal vector �y. Since A is a
conjugate symmetric matrix, the scalar of eH(fΔ)Ae(fΔ) in

(10) can be derived as a polynomial function of e−j2pkf (i)
D

/N .
That is, a(i)k is used to denote the summation of the kth
subdiagonal elements of the ith submatrix A (i) =A[iN + 1:
(i + 1)N, iN + 1:(i + 1)N ] with i = 0, 1, 2, that is

�a(i)k =
∑N
n=1

a(i)ñk , n (11)

where ñk = mod(n+ k − 1, N )+ 1 is denoted by the modulo
operation and a(i)ñk ,n is the (ñk , n)th element of the ith submatrix
A (i). Note that because P�S involves the submatrix diagonal
property because of �S, the matrix A can be expressed by
A = diag{A (0), A (1), A (2)}. Therefore, substituting A and �a(i)k
into (10), it can be derived by

f̂D = argmax
f D{ } e f (0)D

( )H
e f (1)D

( )H
e f (2)D

( )H[ ]⎧⎪⎨
⎪⎩

×
A(0) 0 0

0 A(1) 0

0 0 A(2)

⎡
⎢⎣

⎤
⎥⎦

e(f (0)D )

e(f (1)D )

e(f (2)D )

⎡
⎢⎣

⎤
⎥⎦
⎫⎪⎬
⎪⎭

= eH f (0)D

( )
A(0)e f (0)D

( )
+ eH f (1)D

( )
A(1)e f (1)D

( )
+ eH f (2)D

( )
A(2)e f (2)D

( )

=
∑2
i=0

�a(i)0 + 2Re
∑N−1

k=1

�a(i)0 e
−j2pkf (i)

D
/N

{ }{ }

(12)

where Re(·) denotes the real part of a complex number. The
above skill is called polynomial approach. Thus, the
problem in (12) can be solved in terms of an FFT peak
finding. However, a large FFT size is needed for an
accurate estimate of CFO. The frequency bin resolution
problem is solved by first applying a coarse FFT to
approximate the peak locations and then applying the
Zoom-FFT algorithm [26] to refine the peak locations.
The efficiency of this procedure substantially reduces the
computational burden. The overall JML-CFO algorithm is
summarised in Fig. 4a.

3.2 CMV algorithm for channel estimation

After the JML-CFO process is used to obtain the multi-CFO
estimate f̂D, the frequency-offset and circularly shifted
preamble vector s̃(i)l with N × 1 dimension is obtained as
follows

s̃(i)l = G f̂ (i)D

( )
s(i)l , i = 0, 1, 2,

l = 0, 1, . . . , L− 1
(13)

Next, if the JML-CFO method provides an accurate
multi-CFO estimate f̂D, the composite preamble vector in

Fig. 3 Block diagram of the iterative JML-CFO and CMV-CIR
estimation algorithm
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(13) can be used to approach the received signal in (3), that is

y ≃
∑2
i=0

S̃
(i)
h(i) + w (14)

where S̃
(i) = [s̃(i)0 · · · s̃(i)L−1] is the frequency-offset and

circularly shifted preamble matrix with dimensions of N ×
L. In (14), s̃(i)l is treated as the known response vector
associated with the unknown CIR tap ĥ(i)(l) and is used in
the following interference suppression scheme for
individually estimating all CIR taps. In doing so, we use a
linear combiner to suppress the adjacent-cell and inter-tap
interferences. The overall JML-CMV algorithm is
summarised in Fig. 4b, that is

ĥ(i)(l) = w(i)H

l y (15)

where w(i)
l is the N × 1 weight vector for estimating the lth CIR

tap of the ith cell. The weight vector can be designed
according to the CMV criterion, which minimises the
combiner output power while maintaining a unity response
needed for the desired tap. That is, the CMV criterion can
determine the weight vector as follows

min
w(i)
l

w(i)H

l Ryyw
(i)
l

subjectto: w(i)H

l s̃(j)l = 1, i = j

w(i)H

l s̃(j)l = 0, i = j

w(i)H

l s̃(j)m = 0, l = m

(16)

for l, m = 0, 1, … , L− 1, and i, j = 0, 1, 2, where

Ryy = E y(i)yH(i)
( )

=
∑2
i=0

∑L−1

l=0

s(i)2

l s̃(i)l s̃
(i)H

l + s2
wI

(17)

with s(i)2

l = E h(i)(l)h(i)∗(l)
( )

. The solution of the CMV weight
vector in (16) can be determined by the Lagrange multiply
constraint, that is

∇
w(i)
l

w(i)H

l Ryyw
(i)
l

{ }

−
∑2
j=0

∑L−1

m=0

l(j)m∇w(i)
l

w(i)H

l s̃(j)m − d[i− j]d[l − m]
{ }

= 0

w(i)H

l s̃(j)m = d[i− j]d[l − m] (18)

where ∇
w(i)
l
·{ } is defined by the complex gradient of ·{ } with

respect to w(i)
l , d[·] is the delta function and l(j)m is the

multiply constraint. Based on the gradient of (16), it can be
calculated by

Ryyw
(i)
l = S̃l (19)

w(i)H

l S̃ = i(i)
T

l (20)

where S̃ = [S̃
(0)
S̃
(1)
S̃
(2)
] is the composite frequency-offset

preamble matrix with dimensions of N × 3L,
l = [l(0)0 , l(0)1 , . . . , l(0)L−1, l

(1)
0 , . . . , l(2)L−1]

T is the
composite multiply constraint vector with dimensions of
3L × 1, and i(i)l is the (iL + l )th column of the identity matrix
I3L × 3L. Next, substituting the weight vector in (19), that is,
w(i)
l = R−1

yy S̃l, into (20), the composite multiply constraint
can be obtained by

l = S̃
H
R−1
yy S̃

( )−1
i(i)l (21)

Moreover, by substituting (21) into (19), the CMV weight
vector can be expressed as

w(i)
l = R−1

yy S̃ S̃
H
R−1
yy S̃

( )−1
i(i)l (22)

Notably, by applying the CMV weight vector as reported in
(22), all CIR taps can be estimated by applying the
proposed procedure (15). Therefore the overall CIR
estimates can be collected and formed by

ĥ(i) = [ĥ(i)(0)ĥ(i)(1) · · · ĥ(i)(L− 1)]T, i = 0, 1, 2 (23)

3.3 Iterative interference cancellation

Next, the iterative interference cancellation scheme for
improving the accuracy of the estimator is described. First,
with ĥ(i) and f̂ (i)△ available in Sections 3.1 and 3.2, the
preamble signal received from the ith cell transmission is
then reconstructed as

ŷ(i) = G f̂ (i)D

( )
S(i)ĥ(i) (24)

Fig. 4 Block diagram of JML-CFO and CMV-CIR algorithm

a JML-CFO
b CMV-CIR
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for i = 0, 1, 2. Then, the reconstructed preamble signals are
subtracted from the received signal sent to the next
iteration. This leads to the residual signal of the jth cell
reception given by

ỹ(j) = y−
∑2
i=0
i=j

ŷ(i) (25)

Using ỹ(j) as the new input of the JML and CMV estimators
effectively improves the poor convergence of CFO and
CIR estimation of the jth cell for j = 0, 1, 2. Next, about the
stop criterion for iteration, the converged CIR error can
be used to check the following criterion:

Dhk =
1

3

∑2
i=0

ĥ(i)k − ĥ(i)k−1

∥∥∥ ∥∥∥/ ĥ(i)k−1

∥∥∥ ∥∥∥ , 1, where k denotes

the iteration number and ε is the percentage of the
estimated CIR difference, for example, ε = 1%. Finally,
based on the algorithms proposed in Section 3, the iterative
JML and CMV estimators can be summarised in Table 1
for detailed description. Section 5 describes the results of
computer simulations used to confirm the performance of
the iterative JML-CMV algorithm. To provide a reference
for performance comparison, the CRLB is derived in the
next section.

4 Computational complexity and
performance analysis

In Section 3, the multi-CFO/CIR estimator is proposed for the
downlink OFDMA system. According to the previous three
subsection algorithms, we will calculate the computational
complexity and compare with the conventional methods.
Next, the CRLB performances of both CFO and CIR
estimations are analysed in this section.

4.1 Complexity analysis

This subsection analyses and compares the computational
complexity of the proposed iterative JML-CMV method with
conventional estimator in [17] and the cross-correlation-based
CFO estimator in (4). In general, the trade-off between
system performance and computational complexity is an
issue depending on the degree of freedom, for example, the
length of preamble sequence N. A larger preamble sequence
size will provide better interference suppression, but lead to
high computational complexity. For our proposed algorithm,
the major computation is the matrix inversion and
multiplication of R−1

yy S̃ in (22) of Section 3.2, which
involves the computational complexity (in number of
complexity multiplications) being about O(N3 + 3N2L).
Besides, for the computational load of Sections 3.1 and 3.3,
that is, CFO estimator in (12) and interference cancellation in
(24), the complexities of the two algorithms are computed
as O(9N2) and O(3N2 +NL), respectively. The overall

complexity of each iteration is about O(N3 + 3N2L + 12N2 +
NL) for the proposed JML-CMV algorithms. Note that the
computational load is approximately O(N3) because of N
being larger than the multipath size L. With the preamble
sequence size N being shortened, the computational loading
will be greatly reduced. For comparison, the approximate
complexity of the JML method in [17] with the least-square
estimator and CFO searcher is about O(N2). Next, the
complexity of the cross-correlation-based CFO estimator in
(4) is about O(18NL) because of the correlation of the
preamble sequence. Although the proposed estimator requires
higher computational complexity compared with the
conventional estimators. However, in next section, the
simulation results will confirm that the proposed method
outperforms the conventional estimators. Especially, the
proposed method with the shortened preamble size can still
provide the robust performance, which utilises the moderate
computational complexity.

4.2 Performance analysis

In this section, the CRLBs of both the CFO and the CIR
estimations of the OFDMA system are derived for the
performance benchmark of the proposed scheme. That is,
for the ideal scenario, the interferences of other cells can be
perfectly cancelled and the received signal of the desired
single cell is used to estimate CFO and CIR parameters.
First, the likelihood function of the parameter set
u = fD, h

{ }
of the desired single cell is used to rewrite the

received data vector and the log-likelihood function as

y = G fD
( )

Sh+ w (26)

G y; fD, h
( ) = − 1

s2
yH − hHSHGH fD

( )( )
× y− G fD

( )
Sh

( ) (27)

The joint estimation formula can then be applied to express
the corresponding CRLB [27] based on the Fisher
information matrix J(θ) of the above parameter set θ as

J (u) =
−E

∂2G(y; u)

∂2fD

{ }
−E

∂2G(y; u)

∂fD∂h
H

{ }

−E
∂2G(y; u)

∂h∂fD

{ }
−E

∂2G(y; u)

∂h∂hH

{ }
⎡
⎢⎢⎢⎣

⎤
⎥⎥⎥⎦ (28)

Next, the details of the procedure for deriving the four
elements as described in (28) are given. To obtain the first
and second elements in (28), the first step is deriving ∂G
( fΔ)/∂fΔ

∂G fD
( )
∂fD

= (j2p)NG fD
( )

(29)

where N is a diagonal matrix, that is, N = diag{1, 1/N, …,
(N− 1)/N}. By exploiting (29), the log-likelihood function

Table 1 Algorithm summary of iterative receiver

1. compute f̂D according to (12)
2. compute ĥ(i), i = 0, 1, 2, according to (15), (22) and (23)
3. obtain ŷ (i) and ỹ (j) according to (24) and (25), respectively
4. check convergence of Δhk in Section3.3. If yes, go to 5. If

not, set k = k + 1 and go to 1 with replacing y by ỹ (j)

5. finally obtain the estimated CFO f̂D and CIR ĥ(i), i = 0, 1, 2
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differentiated by fΔ can be obtained by

∂G(y; u)

∂fD
= 1

s2
(j2p)yHNG fD

( )
Sh

{
+(−j2p)hHSHNGH fD

( )
y
}

(30)

After differentiating (30) with respect to fΔ, calculating the
average obtains the first element of (28)

−E
∂2G(y; u)

∂2fD

{ }
= 1

s2
E 8p2yHN2G(fD)Sh
{ }

= 1

s2
8p2E hHSHGH(fD)+ nH

{ }
× N2G(fD)Sh

= 1

s2
8p2hHSHN2Sh (31)

where y is the received data vector in (26) and the noise vector
is zero mean E(nH) = 0. Differentiating (30) with respect to h
and calculating the average then gives the second element
of (28)

−E
∂2G(y; u)

∂h∂fD

{ }
= 1

s2
E (j2p)SHNGH fD

( )
y

{ }

= 1

s2
(j2p)SHNGH fD

( )
E G fD

( )
Sh+ n

{ }
= 1

s2
(j2p)SHNSh (32)

The third and fourth elements of (28) are then derived by
determining ∂Γ(y;θ)/∂hH

∂G(y; u)

∂hH
= 1

s2
yHG(fD)S + hHSHS
{ }

(33)

The third element of (28) can then be acquired by
differentiating (28) with respect to fΔ and calculating the
average, that is

−E
∂2G(y; u)

∂fD∂h
H

{ }
= 1

s2
(−j2p)E yHNG fD

( )
S

{ }

= 1

s2
(−j2p)hHSHNS

(34)

Similarly, differentiating (33) with respect to h and
calculating the average gives the fourth element of (28)

− E
∂2G(y; u)

∂h∂hH

{ }
= 1

s2
SHS (35)

Finally, the Fisher information matrix J(θ) is obtained by
substituting the above four elements in (31), (32), (34) and
(35) into (28)

J (u) = 1

s2
8p2hHSHN2Sh (−j2p)hHSHNS
(j2p)SHNSh SHS

[ ]
(36)

The CRLB of { fΔ, h} is also obtained by inversion of the

Fisher information [27]

var(fD) ≥ J−1(u)
[ ]

11

var(h(l)) ≥ J−1(u)
[ ]

(l+1)(l+1)
, l = 0, 1, . . . , L− 1

(37)

It is noteworthy that the inversion of J(θ) can be derived to
acquire the closed-form equation via the property of the
Woodbury matrix identity [28]. That is, based on the
orthonormal property of Zadoff–Chu sequences, that is,
SHS = IL × L in (3), the Fisher information matrix J(θ) in
(36) can be rewritten as

J (u) = 1

s2
a uH

u I

[ ]
(38)

where α = 8π2hHSHN2Sh and u = (j2π)SHNSh. The
Woodbury matrix identity property can be used to derive
J−1(θ) as follows

J−1(u) = s2 b −buH

−bu I + buuH

[ ]
(39)

where β = (α− uHu)−1. Therefore the CRLB of { fΔ, h}, that
is, the diagonal element of J−1(θ) in (37), can be directly
determined by (39) without the matrix inversion.
Finally, the CRLB of { fΔ, h} is used as a benchmark in

performance comparisons of the proposed CFO and CIR
estimation algorithms. The results of the performance
comparisons are given in the following section.

5 Simulation results

Simulation results are demonstrated to reveal the merits of the
proposed iterative JML-CMV CFO and CIR estimation
algorithms for OFDMA downlink systems in the cell-edge
scenario. The channel profile assumed in all simulations
was an L = 4 independent frequency selective Rayleigh
fading channel with four equal-power paths, and time
delays are chosen from [0, 3Ts] (Ts being the sampling
time), which is smaller than the CP length Ng = 16. A
quasi-static fading channel was assumed to be constant
during each packet and assumed to be independent between
packets. The fading gains were the independent and
identically distributed (i.i.d.) complex Gaussian random
variables with zero mean and unity variance. The number
of subcarriers used for preamble symbol sequence was
chosen to be N = 64. All preamble sequences were
generated by Zadoff–Chu sequences [23], which were used
as the training codes. Also, the assumed range of frequency
offsets between the user and all cells was fΔ = [−0.5, 0.5].
For use as a performance index, the average MSEs of CFO
and CIR are defined as

MSE CFO = 1

3M

∑2
i=0

∑M
m=1

f̂ (i)D,m − f (i)D,m

∣∣∣ ∣∣∣2 (40)

MSE CIR = 1

3ML

∑2
i=0

∑L−1

l=0

∑M
m=1

ĥ(i)m (l)− h(i)m (l)
∣∣ ∣∣2 (41)

and the average output preamble SINR (output PSINR) is
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defined as

output PSINR = 1

3

∑2
i=0

OPSINRi (42)

(see (43))
where m is the mth Monte Carlo trial. The {f̂ (i)D,m, ĥ

(i)
m (l)} and

{ f (i)D,m, h
(i)
m (l)} are the mth estimated and true CFO and CIR

parameters, respectively. Notably, the average MSE and
output PSINR performances are provided for use in judging
the estimated performance of the boundary cell user. Next,
M = 10 000 trials were executed to obtain each outputs
MSE and PSINR values. A different set of CFOs and CIRs
were used in each trial. The input SNR was also defined as
the SNRi dB = 10 log10 s2

i /s
2
n

( )
of the ith desired cell, and

the jth other-cell-to-desired-cell signal ratio (OSR) was
defined as OSR dB = 10 log10 (s2

j /s
2
i ), where s2

i and s2
j

are the signal power of the ith and jth cells, respectively.
Next, the worst case of the same received signal power
from different cells, that is, s2

i = s2
j , i = j, was

considered. Performance was compared in terms of the
results obtained by the JML CFO and CIR estimators
proposed by Hwang et al. [17], the ideal CRLB in Section
4, the ideal output PSINR and the proposed iterative
estimator in Section 3. The ideal output PSINR result was
calculated by substituting the ideal weight vectors in (13)
and (22) with true CIR and CFO into the output PSINR
formula in (43) to obtain an indicator of ideal performance.
Finally, the following ‘standard’ parameters are used
throughout this section unless noted otherwise: SNRi = 15
dB, OSR = 0 dB, N = 64, Ng = 16, L = 4, M = 10 000 and
fΔ = [−0.5, 0.5].
In the first set of simulations, the MSE_CFO performance

is evaluated as a function of input SNR for the ideal CRLB

and the iterative estimator of the proposed receiver. Fig. 5
shows the comparison results, which confirm that the
proposed estimator outperforms the conventional JML-CFO
estimator developed by Hwang and successively approaches
the ideal CRLB CFO performance. Degradation is limited
to approximately 1 dB in six iterations. The relatively poor
performances of the Hwang JML-CFO estimator and the
first iteration of the proposed JML-CFO estimator result
from ICI interference, that is, the adjacent-cell preamble
sequence with CFO effect. Besides, the proposed JML-CFO
estimator also outperforms the popular cross-correlation-
based method first reported in (4). Notably, the performance
of the cross-correlation-based method is severely degraded
by strong cell-edge interference. Next, the results of six
iterations in Fig. 5 are shown that the performance of the
proposed JML-CFO estimator with interference cancellation
almost equals the desired single-cell performance, which
confirms the assertion made in Section 4.
In the second set of simulations, the MSE_CIR

performance is evaluated as a function of input SNR. Fig. 6
shows the comparison results, which confirm that the
proposed CMV-CIR estimator with iterative cancellation
outperforms the conventional JML-CIR estimator developed
by Hwang and successively improves with each iteration
until it approaches the ideal CRLB CIR performance with a
degradation limited to approximately 1.5 dB in six
iterations. Besides, as the number of iterations increases, the
proposed CMV_CIR estimator also outperforms the linear
LS channel estimator in (7). The relatively poor
performance of the LS estimator results from its projection
matrix design, which does not consider the effects of CFO
estimation error and noise. Notably, comparison of Figs. 5
and 6 further shows that degradation is higher in the
CMV-CIR estimator than in the JML-CFO estimator since
the CIR estimation is degraded by a mismatched
CFO-shifted preamble vector (13) caused by the CFO

Fig. 5 MSE performance of the proposed JML-CFO estimator for
OFDMA downlink systems with three cell interferences over
multipath fading channels

Fig. 6 MSE performance of the proposed CMV-CIR estimator for
OFDMA downlink systems with three cell interferences over
multipath fading channels

OPSINRi = 10 log10

1

ML

∑L−1

l=0

∑M
m=1

w(i)H

l,mG(f (i)D,m)s
(i)
l h

(i)
m (l)

∣∣∣ ∣∣∣2
1

2ML

∑2
j=0
(j=i)

∑L−1

l=0

∑M
m=1

w(i)H

l,mG f (j)D,m

( )
s(j)l h

(j)
m (l)

∣∣∣ ∣∣∣2 + 1

L

∑L−1

l=0

s2
nw

(i)H

l,mw
(i)
l,m

(43)
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estimation error. Nevertheless, the results in Fig. 6 confirm
that the proposed iterative estimator effectively suppresses
adjacent-cell interference.
In the third set of simulations, the robustness of the

proposed estimator against the correlation matrix Ryy errors
is demonstrated. In this case, Ryy in (17) involves the
estimated CFO error via JML-CFO estimator. Moreover, we
consider the effect of channel variance error s̃(i)

l , that is,
s̃(i)
l = s(i)

l + Ds(i)
l with Ds(i)

l being the i.i.d. Gaussian
random variable with variance s2

D. Fig. 7 shows the
MSE_CIR performance against σΔ/σl with the equal-power
channel profile for different paths. The comparison results
confirm that the proposed CMV estimator provides highly
reliable channel estimation for the correlation matrix Ryy

error with the estimated CFO and channel variance errors.
In the fourth set of simulations, the robustness of the

proposed iterative estimator against severe CFOs is
demonstrated. Here, the normalised CFO range as
formulated in (3) was fΔ = [−0.5, 0.5] + fint, where fint is an
integer CFO within a range of [0, 8]. The simulation was
simplified by setting fint = [0, 1, 2, 4, 8]. Fig. 8 shows the
MSE_CFO and MSE_CIR results after six simulations.
The simulation results confirm the reliable performance of
the proposed iterative estimator up to a CFO with fΔ = [−
0.5, 8.5] in the JML-CFO and CMV-CIR estimators.

Notably, the CFO range was simulated under realistic
conditions such as those that occur in digital video
broadcasting terrestrial (DVB-T), LTE and WiMAX
applications.
In the fifth set of simulations, the output PSINR

performance of the proposed iterative estimator is evaluated
and compared with the ideal output PSINR performance
with perfect CFO and CIR. Fig. 9 plots the resulting output
PSINR curves as a function of input SNR. The comparison
results confirm that the proposed estimator successively
approaches the ideal output PSINR performance with
degradation limited to approximately 1 dB in six iterations
when input SNR = 30 dB. Notably, good desired-cell signal
reception and effective suppression of adjacent-cell
interference by the iterative receiver provides sufficiently
accurate CFO and CIR estimates to ensure a high output
PSINR.
In the sixth set of simulations, to demonstrate the

effectiveness of the proposed estimator for the large channel
length, that is, L = 10, with the exponential-power delay
profile, the output PSINR performance is evaluated as a
function of input SNR. In this simulation, CFO and CIR
parameters were estimated by using the Zadoff–Chu
sequences typically used in LTE systems, that is, 25, 29

Fig. 8 MSE performance of the proposed JML-CFO estimator
with different CFOs for OFDMA downlink system over multipath
fading channels

Fig. 7 MSE performance of the proposed CMV-CIR estimator
against relative channel variance error over multipath fading
channels

Fig. 9 Output PSINR performance of the proposed iterative
JML-CFO and CMV-CIR estimators for OFDMA downlink
systems with different input SNR over multipath fading channels

Fig. 10 Output PSINR performance of the proposed iterative
JML-CFO and CMV-CIR estimators over different channel length
with different power profiles
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and 34. Fig. 10 shows the output PSINR performance results
obtained by the proposed estimator for the L = 4 equal-power
and L = 10 exponential-power multipath channel profiles.
Notably, the performance of the proposed estimator with
the LTE-based Zadoff–Chu sequences improves as the
number of iteration increases. The estimation results
confirm the effectiveness of the proposed estimator for use
in the large channel length scenario. However, as Fig. 10
shows, the performance degradation of the proposed
estimator is larger in the L = 10 large channel profile
compared with the L = 4 small size channel environment.
Notably, the degraded system performance results from the
increased channel size in the projection matrix P�S given in
(10) with the larger column span of �S, which induces a
noise enhancement problem.
In the seventh set of simulations, the output PSINR

performance of the proposed iterative estimator for the
desired cell is evaluated under the adjacent cell with
different interference powers, that is, OSR values. That is,
the blocking and shadowing effects induce the signal
attenuation or loss between the desired cell and user in this
case. Fig. 11 shows the output PSINR curves, which
confirm that the proposed iterative estimator achieves
excellent resistance by effectively using the degree of
freedom of the preamble sequence to cancel strong
adjacent-cell interference.
Finally, in the eighth set of simulations, the effectiveness of

the iterative estimator for different degrees of freedom offered
by the preamble sequence is demonstrated. Here, the two
scenarios with different preamble sequence sizes explore
the output PSINR performance. First, for the practical
OFDMA downlink, the number of available subcarriers is
less than N = 64 because of the edge and DC subcarriers
being used for band protections. Therefore, in this case, we
simulate the output PSINR performance as a function of
varying the useful subcarrier sizes 3 ×M in (2). As shown
in Fig. 12, the proposed iterative estimator successively
approaches the ideal output PSINR performance with a
slight degradation of about 2 dB at the sixth iteration from
the useful subcarriers being 63 down to 42. It is because of
the short-length time-domain Zadoff–Chu sequence with
small degree of freedom and the degradation of the
autocorrelation and cross-correlation properties. Next, for
another scenario, the total length N = 64 of the preamble
sequence in (1) are replaced by Zadoff–Chu sequence codes

of varying lengths. Fig. 12 shows the output PSINR
performance as a function of varying sizes of N. The
performance comparison results again confirm the reliability
of the proposed iterative estimator from N = 128 down to
32. Degradation is limited to approximately 1 dB in output
PSINR. Notably, Fig. 13 shows that, at N = 16, the response
of the proposed estimator with a short preamble sequence is
inadequate for suppressing the adjacent-cell interferences.
Therefore output PSINR substantially decreases. However,
the simulation results confirm that the proposed iterative
estimator is able to offer the robust output PSINR
performance with a moderate preamble symbol size in the
presence of severe adjacent-cell interference.

6 Conclusions

In this study, the efficient JML and CMV algorithms with
iterative interference cancellation were developed to
estimate CFO and CIR parameters for cell-edge user
communication. The JML method reduces the complexity
of CFO estimations by applying polynomial approach and
iterative zoom-FFT techniques. The CMV algorithm also

Fig. 11 Output PSINR performance of the proposed iterative
JML-CFO and CMV-CIR estimators for OFDMA downlink
systems with different OSR over multipath fading channels

Fig. 12 Output PSINR performance of the proposed iterative
JML-CFO and CMV-CIR estimators for OFDMA downlink
systems with different available subcarriers used for preamble
sequence over multipath fading channels

Fig. 13 Output PSINR performance of the proposed iterative
JML-CFO and CMV-CIR estimators for OFDMA downlink
systems with different preamble symbol size over multipath fading
channels
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enhances CIR estimation accuracy by suppressing cell
interference. The simulation results confirm that the
proposed algorithm iteratively provides CFO and CIR
estimations with accuracies approaching those of the ideal
CRLB and output PSINR under severe adjacent-cell
interference conditions.
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