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We proposed a feature selection approach, Patterned Keyword in Phrase (PKIP), to text categorization for
item banks. The item bank is a collection of textual question items that are short sentences. Each sentence does
not contain enough relevant words for directly categorizing by the traditional approaches such as “bag-of-words.”
Therefore, PKIP was designed to categorize such question item using only available keywords and their patterns.
PKIP identifies the appropriate keywords by computing the weight of all words. In this paper, two keyword selection
strategies are suggested to ensure the categorization accuracy of PKIP. PKIP was implemented and tested with
the item bank of Thai high primary mathematics questions. The test results have proved that PKIP is able to
categorize the question items correctly and the two keyword selection strategies can extract the very informative
keywords.
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1. INTRODUCTION

In general, an item bank is a collection of items related by some common features, such as
similar content or common purpose. In educational area, an item bank is frequently referred
to a collection of question items that are stored in the database and can be retrieved for a test
or exam by users.

An item bank is a valuable tool not only for students but also for teachers. For students,
an item bank is a resource for practicing that can help improving their learning ability. For
teachers, an item bank can be used to assess the students’ knowledge and the development
of intellectual skill in the cognitive domain (Wiggins 1998). Therefore, the demand for item
banks has, not surprisingly, increased especially for the subjects that require a lot of practicing,
i.e., Mathematics, Physics, and General Chemistry.

Currently, the available question item banks for each subject were developed separately.
Tests and exams were collected over time from several sources including instructors, students,
experts, competitions, textbooks, and educational publishing companies. Here, the item banks
can be divided into three groups according to their management methodologies. In the first
group, the question items were not systematically organized. In the second group, the items
were arranged in chronological order. To use the item banks from these two groups, users
must spend a lot of time and effort trying to retrieve what they are looking for and may end
up retrieving nothing. In the third group, the items were organized by experts. In this item
bank, users are allowed to retrieve the items more conveniently; however, it is not only time
consuming but also costs a lot of money. In addition, the size of the item banks is increasing
every day thus it can hardly avoid human errors.

Each question item consists of phrases, clauses and/or short sentences. Some questions
are objective tests that are multiple-choice, true-false, and matching items. An item mostly

C© 2007 Blackwell Publishing, 350 Main Street, Malden, MA 02148, USA, and 9600 Garsington Road, Oxford OX4 2DQ, UK.



KEYWORD EXTRACTION STRATEGY 29

FIGURE 1. Pictorials of a document and a question item.

contains less than 50 words whereas each document (in text document collections) consists
of many hundred words. Figure 1 illustrates examples of a document against a question item.
The underlined words are relevant terms that can be used in categorization process. Note
that a question item contains a lot less relevant terms compared to a document. This causes
the existing text categorization techniques become infeasible to provide sufficiently accurate
results when used directly with question item banks because these techniques were designed
to support the large text documents such as Reuter collection, OHSUMED collection, AP
newswire collection, 20 Newsgroups collection, and large web pages.

To be able to categorize the question items correctly even though they do not have
enough of keywords, PKIP is proposed. PKIP was designed to manage question item banks
systematically and automatically, to allow users to store, reuse, and retrieve items with ease.

2. RELATED WORK

In text categorization (or text classification), a number of researches focused on textual
data representation because it strongly affects the efficiency and accuracy of categorization.
To completely represent the meaning of the text, the system should be able to indicate the
importance of the word or term. A number of factors used in representations were suggested,
i.e., term frequency (TF), inverse document frequency (IDF), and term frequency with inverse
document frequency (TFIDF).

TF is a frequency of the terms occurrences across the document. It is based on the concept
that the more often a term occurs in a document, the more important it is in describing that
document. IDF means that the more documents a term appears in, the less important the term
is. TFIDF suggested that the importance of the word increases proportionally to the number
of times a word appears in the document but is offset by how common the word is in all of
the documents in the collection.

TFIDF was introduced by Salton and Buckley (1988). It is the most widely used technique
in information retrieval and text mining. Though it requires some fine tunings to increase
efficiency and accuracy, many researchers have adopted the TFIDF technique for their data. In
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2002, Jing, Huang, and Shi (2002) proposed a new TFIDF-based feature selection approach to
improve the accuracy of text mining. They use a feature vector as a document representation
that is to take a document as a set of term sequences that include term and term weight. The
term weight, Wi , of the term ti in document d is conventionally calculated from:

Wi = TF(ti , d) ∗ IDF(ti ) (1 ≤ i ≤ n) (1)

Wi signifies that the word ti is an important indexing term if it presents the highest occurrences
frequently in the document d relative to its appearances in the overall document collection.

In Jing’s work, the weighting function was modified into:

Wi = TF(t) ∗ MutualInfoTxt(t, ci ), (2)

where TF(t) denotes the term frequency in the document d, and MutualInfoTxt(t, ci ) represents
mutual information (MI) of one word in all class sets, and

MutualInfoTxt(t, ci ) =
∑

i

P(ci ) log
P(t | ci )

P(t)
(1 ≤ i ≤ n). (3)

MI for text is defined as mutual information for a fixed feature value of word t occurred
in category ci averaged over the number of words t occurred in all classes.

With this feature representation, the classification accuracy by Naı̈ve Bayes classifier is
improved about 12%.

Another attempt to use an improved automatic feature selection method in conjunction
with conventional classifiers was proposed by Ghanem et al. (2002). Their feature selection is
based on the number of times a keyword combination appears in the document. This provides
more accurate classification results than other approaches that use keyword-based feature.

Sakurai and Suyama (2004) studied the relation between keywords. Their proposed
method decomposes the textual data into word sets using lexical analysis. The training ex-
amples were generated from both key phase relations extracted from the word sets (using key
phase patterns) and from text classes given by the user. Key phase relation rules are generated
from the example by using a fuzzy inductive learning algorithm. This method can apply to
any textual data that require word segmentation, i.e., Japanese and some Asian texts.

Some text categorizations were applied to another kind of data set apart from the news
group data set such as survey coding. Survey coding is the task of taking a set of textual
responses to open-ended survey questions and assigning each response to a predefined cod-
ing category as in Giorgetti and Sebastiani (2003). They suggested that an automatic survey
coding can be considered as a multiclass text categorization. Their proposed technique sig-
nificantly outperforms the dictionary-based techniques that are conventional approaches to
automated survey coding.

Li and Roth (2002) are interested in machine learning approaches to question categoriza-
tion. They argued that local features of the questions are insufficient to deliver the accurate
classification result. Therefore, they developed a hierarchical classifier that was guided by
semantic of answers’ types together with Text REtrieval Conference (TREC) questions (de-
tails are provided at http://trec.nist.gov). Although their system illustrated the acceptable
classification performance, it is based on semantic analysis technique and the features were
constructed semiautomatically.

Zhang and Sun Lee (2003) presented their contribution to automatic question classifica-
tion with two kinds of features and five machine learning algorithms in comparison. Their
experiment results illustrated that the support vector machines algorithm, SVM, outperforms
the other four algorithms and bag-of-words feature is slightly better than n-gram feature.
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FIGURE 2. Overall system architecture.

3. OVERALL SYSTEM ARCHITECTURE

The architecture of PKIP, the item bank categorization system, is illustrated in Figure 2.
PKIP begins with a training phase to teach the system how to categorize each item into a cor-
responding predefined category. This supervised machine learning based approach produces
the item bank categorization in a two-step process.

In the first step, the system induces categorization rules (or category learning model)
from the training data with predefined categories. These categorization rules are repeatedly
used in the second step to categorize incoming question items. In each step, the input textual
data are transformed and some specific features are selected before categorization, details
are described in the next two sections.

4. FEATURE SELECTION

The feature selection process consists of five main parts including text representation,
preprocessing, keyword extraction, patterned keyword generation, and vector space model
generation as shown in Figure 3.

4.1. Text Representation

Before performing feature selection, a textual data must be represented into a compu-
tational data form. There are many different approaches to represent textual data. Joachims
(2002) suggested that the text representation approaches can be classified into four groups
according to the level of text analysis.

4.1.1. Subword. This approach uses sequences of consecutive characters as indexing
terms, n-grams approach is for example. N is a specified number of consecutive characters.
The advantage of this approach is that it can be used with any kind of textual data. Furthermore,
it is language independent and can be used without concerning the meaning of text.

4.1.2. Word. This approach is widely used to represent textual data because word is a
basic unit of text that is meaningful and easy to consider. This approach considers textual data
as a sequence of words without considering context and neglects the information of words
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FIGURE 3. Feature selection process.

ordering. “Bag-of-words” is an example approach. One advantage of the “bag-of-words”
approach is its simplicity.

4.1.3. Multiword. This approach considers a group of words that together have a
particular meaning. It uses a group of words that includes syntactic information as indexing
term so it is known as the Syntactic Phrase Indexing approach. The advantage of multiword
representation approach is the reduction of indexing term number and gain more correct
meaning from the document.

4.1.4. Semantic. Actually, to be able to capture the meaning of the context is the best
way to represent the document. However, in doing so, we need some intelligent being like
human to complete this kind of task. Many researches studied for extracting the semantic
from the document automatically by the machine. However, this approach is still a challenge
topic of text representation for research.

Among these approaches, the bag-of-words approach is widely adopted for most works
in text categorization due to its simplicity and effectiveness in information retrieval and text
categorization (Lewis 1992; Joachims 2002; Zhang and Sun Lee 2003). It was adopted for
PKIP as well. The number of times the word occurs across the document is taken as the value
of attribute. A multidimension vector is formed to represent the document.

It is a fact that the data representation strongly affects accuracy of categorization
results. The conventional textual data representation method depends on the number of
words (or terms) occur across a document after preprocessing processes (stop word elim-
ination and word stemming). These representation methods are based on the belief that
terms that have a higher number of occurrences in a document are relevant to the doc-
ument category. Examples of these methods include TF, TFIDF (Joachims 1997), and
so on.

As we mentioned above, the characteristics of an item bank data set is the lack of rele-
vant words (keywords) in each item, unlike a document. Each keyword always occurs once
or twice in an item, like the irrelevant words. Sometimes, occurrence frequency of rel-
evant words is less than that of irrelevant words. In our initial experiment, the question
items are in Thai language, the language with no word boundary. An example of a ques-
tion item in Thai high primary mathematics and its corresponding in English are shown
below.

Example 1:

Thai:

English: “Find the area of a square tile which has 8-inch sides”
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This item in Example 1 is supposed to be categorized into “square” and “area of quadri-
lateral” categories. The relevant keywords are “area” and “square” that occur once each.
The irrelevant words, i.e., “find,” “tile,” “inch,” “side” occur once each as well.

Example 2:

Thai:

English: “What is the area of plywood that is 4-meters wide and 3-meters long?”

This item, in Example 2, is categorized into “area of quadrilateral” category. The relevant
keywords, “area,” “wide,” and “long,” occur once each which is less than the number of
occurrences of the irrelevant word “meters.”

4.2. Preprocessing

Preprocessing includes word segmentation, substitution functions, word stemming, and
stop word elimination. Which preprocessing is required depends on the nature of language
of the input textual data.

Word segmentation is required for textual data that are in Thai or in any language with no
word boundary. The words are not delimited by a space, unlike English. Currently, a number
of Thai word segmentation methodologies are available.

Substitution functions are applied if the input textual data contain numbers and abbrevi-
ations. A number will be replaced with the corresponding text form whereas an abbreviation
will be substituted with its full word form.

Word stemming is required for any language, i.e., English, which has inflection resulting
from tenses, verb agreement, and plurality. Word stemming applies on words to remove the
inflection part. However, this preprocess does not apply on Thai language because Thai has
no word inflection.

Stop word elimination is applied to reduce irrelevant features, to help the methods to
perform better. Stop words are words that from nonlinguistic view do not carry information;
they have mainly functional role. Stop words cannot be used to identify item categorization.
The criteria used in determining stop words depend on languages and data set applications.
In Thai, stop word list can be constructed from prepositions and conjunctions and can be
determined by using statistics of word usage for our data set.

4.3. Keywords Extraction

For the Thai item bank data set, the keywords are words or terms that have a high number
of occurrences in the training data set of each category after eliminating all stop words. The
process does not use term frequency in a document (tfd) or in an item for this case because the
“lack of terms” characteristic of the item bank. In contrast, the process uses term frequency
of a group of items in the same category (tfc) and the process still uses inverse document
frequency (idf ) for weighting the terms too.

The weight of term tk in a group of items in the same category c j is given by w j,k and
we defined weighting function tfcidf as

tfcidf (tk, c j ) = #(tk, c j ) ∗ idf, (4)

where



34 COMPUTATIONAL INTELLIGENCE

1 ≤ k ≤ number of total words in category c j
1 ≤ j ≤ number of total categories in data set
#(tk ,c j ) is the number of occurrences of term tk in a group of items in the same category

c j

and idf = inverse document frequency

idf =
(

Tr

#(tk)

)
. (5)

(Note: in this case document = item)
Where Tr is the number of all items (in every category) in the training set.

#tk is the number of items (in every category) in the training set in which term tk occurs
at least once.

Therefore, we obtain the weighting function tfcidf as:

tfcidf(tk, c j ) = #(tk, c j ) ∗ log

(
Tr

#(tk)

)
(6)

Finally, the weighting function tfcidf is normalized by cosine normalization and then the
weight of term tk , w j,k can be presented as:

w j,k = tfcidf (tk, c j )√√√√ T∑
s=1

(tfc idf (ts, c j ))
2

, (7)

where T is the set of all terms that occur in Tr .
After the system obtains the weight of all terms in each category of the training set,

the system ranks the weight in descending order by categories. All terms in the item bank
still include irrelevant terms or noisy terms. These irrelevant or noisy terms may be the
proper names or mistyping words. There are only a small percentage of the terms that are
really meaningful for categorization. Some items can be categorized using only a highest
weight term. To reduce the effect of noisy, we are supposed to extract the keywords from
these terms. The keywords extraction not only reduces the effect of noisy that may decrease
the categorization accuracy but also reduces the number of attributes of data and avoids
overfitting. To select the attributes for each category, the two simple keyword selection
strategies were implemented. Their results were compared. The first strategy was an attempt
to answer to the question “How does the number of selected keywords affect the categorization
result?” The second strategy is more naturally and similar to expert being. It is based on the
concept that “Each category is not necessary to use the same number of selected keywords
for categorization.” The details of these two strategies are described below.

4.3.1. k-Highest Order Terms. The first strategy, we select the k-highest order terms
according to their weights for each category. The value of k, selected keywords, affects the
categorization result. The higher k value, the more keywords are extracted. If the value of k is
too low that means we select only a few first-order terms, we may lose some actual keywords.
On the other hand, if the value of k is too high we may get some noisy terms in the attributes.
For both cases, the categorization performance can be affected. Figures 4 and 5 illustrate a
selection algorithm and parts of the first strategy with some example categories, respectively.
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FIGURE 4. An algorithm of the first keyword selecting strategy.

FIGURE 5. Parts of the first keyword selecting strategy with some example categories.

4.3.2. n% of the Highest Term Weighting. In the second strategy, we select terms whose
weights are equal to or greater than the percentage threshold (n% of the highest weights in
each category) to be the keywords. The terms that have the lower weights are discarded. The
lower n value, the more keywords are selected, and vice versa. If the value of n is too high we
will lose too many relevant words that will decrease the categorization performance as well.
Figure 6 shows a selection algorithm and Figure 7 illustrates parts of this strategy when n =
30 with some example categories.

4.4. Patterned Keywords Generation

After all possible keywords are extracted from the items; they will be used to generate a
keyword pattern for each item. In the patterned keywords generation process, any keyword
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FIGURE 6. An algorithm of the second keyword selecting strategy.

FIGURE 7. Parts of the second keyword selecting strategy when n = 30 with some example categories.

in each item (if any) is mapped to its order of appearance, in phrases of the item. This is
why we called “PKIP, Patterned Keywords in Phrases.” This keyword pattern is based on
the basic concept that if two items have the same set of keywords and similar structure
of keyword orders, they will have higher probability to be in the same category than oth-
ers that have only the same keywords. For example, we describe three example items as
follow.
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Example 3:

Thai:

English: What is the area of a tile that is 4 inches wide and 8 inches long?

PKIP: or (Thai)

Example 4:

Thai:

English: How long is the border around a tile that is 10 cm wide and its length is
20 cm longer than the width?

PKIP: or (Thai)

Example 5:

Thai:

English: Find the area of a carpet that covers on the floor that is 4 meters wide
and 8 meters long?

PKIP: or (Thai)

The items in Examples 3 and 5 were manually categorized into the same category, “area
of quadrilateral,” while an item in Example 4 was manually categorized into “perimeter of
quadrilateral.” Notice that an item in Example 3 shares more common words with an item in

Example 4 than that in Example 5. Three keywords; k1 = (area), k2 = (wide),
k3= (long), were extracted from Example 3 and mapped to generate a keywords pattern
as follows:

PKIP: or

Note: “∗” represents any word(s).

Once PKIP for all three examples were generated, Examples 3 and 5 were assigned the
same category because they shared the same PKIP, whereas Example 4 was assigned another
category because its PKIP is different from those.

The number of PKIP for each category depends on the number of keywords and their
order of appearance. In the case that a category contains k keywords, all possible number of
pattern keywords is “k!” However, any ungrammatical patterns and any duplicate patterns
will be deducted. Therefore, the total number of usable PKIPs is rather small and not greater
than that of items in such category.
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TABLE 1. Features in the Vector Space Model

k1 k j kn p1 pk po

C1 wk11 wk1 j wk1n b11 b1k b1o

. . . . . . . . . . . . . . . . . . . . .

Ci wki1 wki j wkin bi1 bik bio

. . . . . . . . . . . . . . . . . . . . .

Cm wkm1 wkmj wkmn bm1 bmk bmo

4.5. Vector Space Model Generation

After completing the feature selection process, the weights of all keywords and the
patterned keywords indicators (0, 1) of each category are combined and represented with the
vector space model (VSM).

The features representation in the vector space model is designed as a feature matrix and
is illustrated in Table 1.

In Table 1, Ci is a label of the predefined category i, there are m categories in total. ki is
an ith selected keyword, there are n keywords in total. wkmn is a weight of the nth keyword in
the mth category. pi is an ith pattern, there are o patterns in total. The value of bmo is either
“0” or “1.” It is “0” if po is not a pattern of category Cm and it is “1” if otherwise.

5. TEXT CATEGORIZATION

We adopted the SVM (Support Vector Machine) method as a classifier because this
technique has proved significant improvement over other machine learning algorithms for
text categorization (Joachims 1998). Furthermore, it gave top performance for text catego-
rization (Yang and Liu 1999) and it gave the top precision in Thai text categorization as
well (Murata, Ma, and Isahara 2002). The SVM categorization algorithm is a relatively new
learning approach introduced by Cortes and Vapnik (1995) for solving two-class problems.
It is based on the Structural Risk Minimization principle (Vapnik 1982). The SRM is one
of the statistical learning theories. Its idea is to find a hypothesis space for which one can
guarantee the lowest probability of error for a given training sample. The SVM method is
defined over the vector space where the problem is to find a decision surface in hyper plane
that best separates (that maximizes the margin) the data point into two classes. The SVM
concept is illustrated in Figure 8 (Yang and Liu 1999). For simplicity, the figure shows a
case in two-dimensional space. The solid lines show two possible decision surfaces that are
correctly separates the two groups of data, black dots, and white dots. The distance between
two parallel dashed lines is referred to the margin and the data points on the dashed lines
are the Support Vectors. The aim of SVM is to find the decision surface that maximizes the
margin.

Although SVM is an algorithm for solving two-class problems, a binary classifier, it can
be applied to multiclass categorization tasks. In such case, for example m-classes problem, it
is reduced to m binary tasks, which is called “one against the rest strategy.” Another widely
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FIGURE 8. SVM concept.

used strategy is “pair-wise” classification that reduces the problem into m(m − 1)/2 binary
tasks. The classifier is trained to discriminate the data between each pair of classes. The
testing data are categorized by majority vote of all m(m − 1)/2 predictions.

6. EVALUATION MEASUREMENT

To evaluate our approach, the SVM classifier model, which is called SMO function in
Weka 3.5 (Witten and Frank 2005), an open source software collection of machine learning
algorithms under the GNU License, was used as our classifier with linear function and no
additional option.

With standard evaluation technique, stratified 10-fold cross-validation, the training data
set was divided randomly into 10 parts. Each category was represented in approximately
the same proportions as in the full training data set. The nine-tenth part was used to train
the system while the remaining one-tenth part was used to test in turn. Thus procedure was
executed 10 times on different training data sets. Then, the 10 evaluation results were averaged
to estimate categorization results overall.

To evaluate the categorization results, we used the standard performance measure that
is illustrated in terms of categorization accuracy, precision recall and F-measure. These
measurements are defined by using a two-way contingency table as an example shown in
Table 2.

Now we can define the values of accuracy, recall, and precision as follows:

Accuracy (Acc) = (a + d)/n where n = a + b + c + d > 0 (8)

Recall(r) = a/(a + c) if a + c > 0, otherwise undefined (9)

TABLE 2. A Contingency Table

YES Is NO Is
Categorization Result Correct Correct

Assigned YES a b
Assigned NO c d

where
a = number of the items correctly assigned by the system to this category.
b = number of the items incorrectly assigned by the system to this category.
c = number of the items incorrectly rejected by the system from this category.
d = number of the items correctly rejected by the system from this category.
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Precision (p) = a/(a + b) if a + b > 0, otherwise undefined (10)

Moreover, F1, a statistical average value, is used to evaluate the combined measure that
depends on both recall and precision values.

F − measure (F1) = 2 ∗ p ∗ r

p + r
(11)

7. EXPERIMENTS AND RESULTS

In our initial experiment, we applied PKIP with the moderate Thai primary mathematics
problems collected from many published mathematics practiced books and some existing
mathematics item banks. Our training data set contains 4892 items in 31 different categories.
The number of items in each category varies widely, 791 items in the largest category and
five items in the smallest category (Table 3). Many items are assigned into more than one
category. The statistical mean number of categories assigned to an item is 1.5. This training
data set was evaluated by stratified 10-fold cross-validation.

The experiment began with selecting the features of the training data set, categorizing it
by SVM and evaluating the categorized items.

Because the question items in this experiment are in Thai language, the three pre-
processing including word segmentation, substitution function and stop word elimination
were applied. The stop words list was developed based on the research of Jaruskulchai
(1998). The weights of all words were calculated and sorted in descending order for each
category.

The two keywords extraction strategies were applied separately. For the first strategy,
we selected k highest-order words from each category with k = 1 to 20. Figure 9 presents
that when the number of keywords increases, the number of their patterns occurred in every
item increases also in logarithmic function and thus causes the number of unmatched items

TABLE 3. Number of Training Items of Five Largest and Five
Smallest Categories

Category Number and Name Number of
(Five Largest Categories) Items

C03 Decimal number 791
C00 Number and basic calculation 612
C04 Rule of three application, Percentage 427
C01 Factor, H.C.F., L.C.M. 367
C12 Area of quadrilateral 334

Category Number and Name Number of
(Five Smallest Categories) Items

C31 General topics of Quadrilateral 15
C30 General topics of Triangle 12
C25 Circular cone 10
C32 General topics of Circle 8
C26 Sphere 5
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FIGURE 9. Number of unmatched items, keywords, and their patterns with various k highest orders in data
set.

TABLE 4. The Categorization Result with Various k Highest Orders

k- Correctly Macro Macro Macro Std. Dev. (σ ) of
Highest Categorized Average Average Average F1 of All
Order Items (%) Precision (%) Recall (%) F1 (%) Categories (%)

1 92.14 88.32 89.84 88.35 ±28.57
2 94.34 91.11 90.09 90.37 ±19.89
3 90.59 91.90 88.89 89.74 ±14.02
4 85.21 89.69 86.11 87.25 ±22.16
5 85.05 87.05 83.75 85.03 ±22.76
6 84.95 87.79 85.02 86.06 ±22.42
7 92.80 95.14 90.97 92.67 ±08.51
8 93.83 95.14 92.94 93.90 ±06.66
9 85.16 89.34 86.95 87.98 ±20.07

10 87.61 91.75 88.95 90.14 ±14.79
11 87.76 90.74 87.69 88.95 ±15.71
12 88.29 89.95 87.17 88.32 ±14.07
13 87.53 91.17 87.89 89.27 ±11.38
14 86.19 90.48 87.27 88.63 ±13.90
15 83.10 87.88 84.55 85.99 ±20.24
16 84.62 89.30 85.69 87.24 ±16.41
17 82.90 87.25 83.12 84.92 ±17.55
18 82.62 87.15 83.25 84.87 ±15.59
19 81.43 85.91 81.84 83.52 ±17.28
20 82.30 86.46 82.95 84.48 ±15.42

decreases. Note that the sum of number of keywords and number of their patterns are the
number of attributes or the size of our data set vector.

The results in Table 4 show that the percentage of correctly categorized items, precision,
recall and F1 fluctuate with the k value. The four highest correctly categorized items are
94.34%, 93.83%, 92.80%, and 92.14% when k = 2, 8, 7, and 1, respectively. However, it
seems that the best performance is at k = 8 because all measurement values are very high
and the standard deviation is the lowest.
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FIGURE 10. Number of unmatched items, keywords, and their patterns with various n% in data set.

In applying the second keywords extraction strategy, we select keywords from each
category by their weights that equal to or greater than n% of the highest weight in their
categories. From the observation of our data set, we use n = 5 to 95, step by 5. Although
n increases, the number of unmatched items increases but the numbers of all keywords and
their patterns decreases as shown in Figure 10.

The results in Table 5 show that the percentage of correctly categorized items, precision,
recall, and F1 fluctuate with the n value. The five highest correctly categorized items are
given in descending order 94.56%, 93.47%, 91.93%, 90.88%, and 90.39% when n = 55,

TABLE 5. The Categorization Result with Various n %

Correctly Macro Macro Macro Std. Dev. (σ ) of
Categorized Average Average Average F1 of All

n Items (%) Precision (%) Recall (%) F1 (%) Categories (%)

5 63.24 55.79 51.09 52.80 ±28.10
10 73.76 73.04 68.90 70.60 ±22.00
15 81.20 84.10 80.70 82.10 ±18.80
20 89.09 91.90 89.06 90.20 ±09.70
25 84.69 89.78 86.81 87.90 ±19.80
30 88.79 92.91 89.18 90.20 ±17.20
35 88.47 91.87 89.30 90.30 ±21.40
40 93.47 95.14 91.93 93.20 ±10.80
45 88.89 92.07 89.57 90.70 ±17.30
50 87.08 91.61 88.52 89.20 ±22.80
55 94.56 91.63 91.27 91.30 ±18.60
60 87.34 87.97 87.29 87.50 ±26.20
65 87.20 87.61 86.99 87.10 ±25.60
70 89.65 88.27 87.19 87.00 ±24.50
75 86.48 89.63 88.82 88.40 ±22.90
80 85.88 87.52 87.16 86.40 ±26.10
85 90.88 91.11 90.47 89.90 ±21.70
90 91.93 91.11 91.28 90.70 ±21.30
95 90.39 86.14 88.80 86.90 ±28.90
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TABLE 6. Categorization Result of the Five Largest and Five Smallest Items Categories

The First Keywords Extraction The Second Keywords
Strategy, When k = 8 Extraction Strategy, When n = 40

Category Number Accuracy Precision Recall F1 Accuracy Precision Recall F1

and Name (%) (%) (%) (%) (%) (%) (%) (%)

C03 decimal number 99.94 99.70 99.90 99.80 100.00 100.00 100.00 100.00
C00 number and basic

calculation
97.19 81.70 93.40 87.10 97.37 84.50 91.40 87.80

C04 rule of three
application and
percentage

99.96 100.00 99.50 99.80 99.87 99.00 99.50 99.30

C01 factor & H.C.F.
& L.C.M.

98.91 93.80 88.60 91.10 99.58 98.80 95.50 97.10

C12 area of
quadrilateral

99.30 92.10 98.20 95.10 99.66 96.20 97.30 96.70

C31 general topics of
quadrilateral

99.98 100.00 93.30 96.60 99.98 100.00 93.30 96.60

C30 general topics of
triangle

100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00

C25 circular cone 99.96 90.00 90.00 90.00 99.96 100.00 80.00 88.90
C32 general topics of

circle
99.94 85.70 75.00 80.00 99.87 75.00 37.50 50.00

C26 sphere 99.98 100.00 80.00 88.90 100.00 100.00 100.00 100.00

40, 90, 85, and 95, respectively. All high performance values are at n = 40 with the lowest
standard deviation.

Table 6 shows the categorization performance of the five largest and five smallest items
categories, comparing between the two keywords extraction strategies. The categories “Num-
ber and basic calculation” and “Factor & H.C.F. & L.C.M.” of the five largest groups and the
categories “Circular cone” and “General topics of Circle” of the five smallest groups presents
lower categorization performance because the contents of some items in these categories are
overlap. Consequently, they share some similar features that are confusing the classifier. For
this reason, their categorization performance is dropped. The overall categorization results
show that both keywords extraction strategies provide about the same categorization perfor-
mance when using with PKIP approach. Although the first strategy is slightly better than the
second strategy in correctly categorizing the items, it discarded 306 unmatched items and
had 3099 attributes for data set vector size whereas the second strategy discarded only 176
unmatched items and had 2663 attributes for vector size.

8. CONCLUSION

An alternative approach, PKIP, a feature-based selection was proposed. PKIP was de-
signed to categorize a question item using only available keywords and their patterns. The
feature selection adopted the term weighting function, tf∗idf , of all items in the same cat-
egory to extract the keywords. PKIP identifies the appropriate keywords by two strategies:
k-highest order terms and n% of the highest term weighing.
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Different selection strategies cause the different number of unmatched items and number
of attributes or vector size. With stratified 10-fold cross-validation, the categorization results
show that the both keywords extraction strategies, with PKIP, give high categorization perfor-
mance. The best categorization results of the two keywords selection strategies are obtained
when k is 8 and n is 40%. In this experiment, “n% of the highest term weighting” provided
approximately 14% smaller vector size and discarded approximately 42% less number of
unmatched items than “k-highest order terms” did. With fine-tuning the parameters k and n,
the proposed keywords extraction strategies can improve overall categorization performance
for any particular item banks.
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