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Abstract. This paper describes an empirical study of software
design processes in which both cognitive (i.e. planning the work

process, knowledge about strategies) and organizational (i.e. work

characteristics) factors were examined. Thirty-® ve software
designers with an average professional experience of 6.6 years
worked on a software design task in a laboratory setting.

Thinking-aloud protocols were analysed, and additional interview
and questionnaire data were gathered. It was found that software

designers do very little explicit planning but have a broad
knowledge of useful strategies. Results of regression analyses

indicated that the amount of explicit planning and knowledge of
strategies is predicted by the amount of design work to

accomplish, communication and cooperation requirements, and

control at work.

1. Introduction

1.1. Research on planning within information system design

Within the cognitive-oriented research on information

systems design, planning plays an important role. Planning

can refer to various targets. First, planning can refer to a

future object or situation. Within this conceptualization,

planning is equated with designing (Black 1990, Strohsch-

neider and von der Weth 1993). The whole process of

developing ideas and concepts about how a system should

work and look like is termed `planning the system’ . Here, all

what happens within the software design process is planning.

Second, planning can refer to the layout of central

features of the system (Brooks 1977, Pennington and

Grabowski 1990). Within this view, a program or a design

is regarded to be composed of a set of plans (Rist 1991). It is

assumed that design tasks can be performed skilfully by

relying on programming plans or other schema-like

structures (Soloway and Ehrlich 1984, Rist 1989). Also

the recent discussion on stepwise re® nement versus

opportunistic design (Guindon 1990, Visser 1990) sharesÐ

at least implicitlyÐ this concept of planning .

Third, planning can refer to the action process of a person

or a group of persons. According to Miller et al. (1960:16),

planning controls `the order in which a sequence of

operations is to be performed’ , i.e. planning determines a

person’ s course of actions. In contrast to the other

conceptua lizations, here the primary focus of planning is

on what a person will do and not on how the produc t of the

person’ s action will look like. This process-planning can be

seen as a kind of meta-activity that guides the produc t-

planning process.

There is a large body of studies on cognitive processes

following the ® rst and second conceptualization of planning

(e.g. Brooks 1977, Davies 1990, Visser 1990) . Only a few

studies with student subjects were performed referring to the

third meaning of planning (e.g. Sutcliffe and Maiden 1992).

Thus, little is known about how professional software

designers plan their own work process. Planning the work

process is necessary for ef® cient cooperation and project

managem ent (Pietras and Coury 1994). Additionally,

research showed that high performance persons do more

planning in the third sense than do others (DoÈ rner and

SchoÈ lkopf 1991, Hacker 1986) . Therefore, one purpose of

this paper is to examine how professional software

designers plan their work, i.e. how they determine the

course of their actions.

Besides research on cognitive processes within systems

design, there is some research on broader issues concerning

work situations and organizational factors within software

design (Brodbeck and Frese 1994, Curtis et al. 1988,

Hornby and Clegg 1992, Kraut and Streeter 1995). Up to

this point there is little cross fertilization between these

organizational and cognitive lines of research (Clegg 1994,
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cf. Waterson and Clegg 1994, for an exception). Reasons

are: ® rst, as Curtis (1986) pointed out, little is known

whether and how cogni tive processes identi® ed in experi-

mental studies can be generalized to large-scale design

processes within organizational settings. Second, cognitive

processes within design processes have been studied in a

mainly descriptive way (Goel and Pirolli 1992, Guindon

1990) or in relationship to design methods and experience

(e.g. Adelson et al. 1985, Chatel and DeÂtienne 1994, Lee

and Pennington 1994) . The question remains still unan-

swered whether or not a software designer’ s cognitive

processes are also in¯ uenced by the person’ s experience

within his or her everyday work situation. Therefore, the

second purpose of this paper is to examine the relationsh ip

between software designers’ work situations and their

cognitive, mainly planning processes in design.

1.2. Planning as determining the course of action

PlanningÐ in the third senseÐ one’ s course of action is

an important step within the action process. An action

process consists of the development of goals, orientation

and integration of information including prognosis of

future events, generation of plans, decision among

competing plans, execution of the task including monitor-

ing, and processing of feedback (DoÈ rner 1989, Frese and

Zapf 1994, Hacker 1986) . It is important to note that these

steps do not necessarily follow this order (Hacker 1986).

Within the planning phase it is decided what should be

done in order to achieve a goal and when to take these

actions.

Within the design of information systems, planning can

occur both at the project and at the individual level. At the

project level, planning aims at scheduling time, allocating

tasks, and organizing cooperation. At the individual level,

planning means that a person decides how to organize his or

her own work process. For example, the person decides with

which part of the task to start or what to do when necessary

information is missing.

One could argue that the availability of software design

methods makes individual planning unnecessary. However,

there are at least three reasons why some sort of planning

should also occur when software design methods are used.

First, at a very global level, the person must decide how to

apply the procedure proposed by the method to the task in

question. Second, design methods do not describe every

single step that has to be performed. Thus, additional

planning is needed. Third, as was shown by the work of

Guindon (1990) and Visser (1990), software designers do

not follow necessarily the course of actions prescribed by

design methods. This means that software designers ® nd

other ways of organizing their personal work process than

that suggested by design methods. One possibility of

organizing this work process is planning.

There are great variations among planning processes and

plans generated in these processes concerning depth of

detail, inclusion of back-up plans, a priori hierarchization,

and time-frame (Frese and Zapf 1994) . Another important

distinction has to be made between explicit and implicit

planning. Explicit planning occurs when a person con-

sciously plans an action or a sequence of actions . Being

confronted with a design task never performed before and

re¯ ecting on and deciding what to do ® rst and what to

postpone is an example of this type of planning. Also

thinking of pros and cons of speci® c procedures that could

be applied is explicit planning. Implicit planning takes place

when a person determines the course of his or her actions by

relying on a sort of routinized procedure, i.e. without

explicitly re¯ ecting on what to do. This is the case when the

person has already existing strategies and heuristics that are

applied to the problem in question. For example, a person

who regularly starts working on a task by writing down all

that he or she already knows about the problem does

not have to plan this step explicitly. Nevertheless, the

person’ s work process is guided by an implicit plan.

Although there might be no obvious planning , following

an implicit plan differs substantially from non-planning

where no decision on future actions is made. When planning

implicitly, heuristics and meta-cognitive knowledge are

applied (cf. Brown 1988, Gleitman 1985, Semmer and Frese

1985).

It can be assumed that within professional design of

information systems both explicit and implicit planning

occurs. Because of the short innovation cycles within

software design, many software designers are often con-

fronted with problems, methods, and tools they never dealt

with before. Here, expl icit planning is necessary. However,

although problems, methods, and tools differ, there are

some general principles how to approach a task. Some of

these principles are both proposed by design methods and

acquired through practice. Therefore, it is assumed that

implicit planning takes place as well.

My empirical study aimed at describing individual

planning processes within software designers. It was

assumed that both explicit and implicit planning occurs.

Because knowledge of useful strategies and heuristics is

needed in order to do successful implicit planning software

designers’ knowledge of such strategies and their applica-

tion in design work was also examined.

1.3. In¯ uence of work situations on planning and

knowledge about strategies

Research has shown that the way people work on design
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tasks is related to the length of their professional experience

and the design methods used. For example, Batra and Davis

(1992) reported that experienced subjects working on a

database design task ® rst concentrated on a holistic

understanding of the problem and then developed the

conceptual model (cf. also Davies, 1990; 1991; Jeffries,

Turner, Polson, & Atwood, 1981; Rist, 1991).

In contrast to this large body of research concentrating on

years of experience and design methods as predictors of

design behavior little is known about the effect of people’ s

work situation on the way they accomplish a design task. If

it was found in empirical research that characteristics of a

person’ s work situation have an in¯ uence on the use of

effective strategies, implications for work redesign would

arise.

Within the broader area of industrial and organizational

psychology studies showed that a person’ s work situation is

indeed related to the way this person performs a task. For

example, von Papstein and Frese (1988) found that expertise

acquired in a training course was only transferred to the

actual work situation if job decision latitude was high.

Earley et al. (1990) reported a positive relationship between

task component complexity and quality of task strategy.

Another study revealed that complexity of work and control

at work were related to personal initiative at work (Frese et

al. 1996). Persons with high complexity and high control

showed higher initiative, i.e. they made more suggestions on

how to deal with dif ® cult situations and approached the

situations more actively.

It is assumed that this relationsh ip between a person’ s

work situation and the way this person accomplishes his or

her tasks holds also for software designers. There are at least

two explanations for such a relationship. First, a work

situation can enable or impede work behaviours. For

example, if control at work is low, there is little opportunity

for planning one’ s own work process. Second, a work

situation can have a socialization effect on work behaviours

and activity (Frese 1982). Task requirements and job

characteristics require speci® c work behaviour (e.g. quick

reactions, long-term planning, or cooperation) in order to

accom plish the task. By carrying out the task frequently,

people develop relevant skills, experience their approach to

be successful, and automatize it with practice (Frese and

Zapf 1994, Hacker 1986). Skills and behaviour developed in

work situations generalize to a certain degree and are

transferred to other work situations as well as to other

contexts including leisure activities (Kohn and Schooler

1983, Meissner 1971). For example, the frequent experience

of high control at work provides the opportunity to explore

various work procedures and therefore results in the

availability of a wide range of strategies and heuristics

that can be applied in other situations as well. Frese et al.

(1996) found empirical evidence for such a socialization

effect.

In the study described below three central aspects of

software designers’ work situations were examined: amount

of design work accomplished in the everyday work

situation; communication and cooperation requirements;

control at work. The extent to which a designer is

confronted with design tasks in the work situation is

assumed to be important for the way this person approaches

a design task. People who do a great amount of design work

have acquired experience of how to cope with such tasks.

They have already ready-made strategies and heuristics on

how to approach design tasks and how to come to solutions.

Thus, it is assumed that compared to designers who seldom

perform design tasks, software designers who perform a

high amoun t of design work do little explicit planning.

Additionally, due to their intensive experience with design

tasks, they should have more knowledge of useful

strategies.

In general, work in information systems design is

characterized by high communication and cooperation

requirements (Brodbeck et al. 1993, Kraut and Streeter

1990, Olson et al. 1992). However, there is also a

certain variability in the degree to which individuals are

engaged in such cooperative activities (Curtis et al. 1988,

Sonnentag 1995). When cooperative requirements are high,

there is a great need for planning. This concerns tasks to be

accomplished cooperatively but also holds for tasks that are

performed individually, because information, knowledge,

and work produc ts provided by others have to be

incorporated in their own design process at the right time.

In order to make the cooperation ef ® cient explicit planning

is necessary. Strategies and heuristics that are only planned

implicitly without being communicated to others are not

suf® cient for effective task performance.

Therefore, it is assumed that software designers

who experience high communication and cooperation

requirements within their work situations show more

explicit planning than do designers who are not con-

fronted with such requirements. However, when a person

plans explicitly that he or she also has knowledge of

useful strategies and procedures that could be used

implicitly can not be excluded. Accordingly, it is

hypothesized that there is no relationship between

communication and cooperation requirements and knowl-

edge about useful strategies.

Control at work is a crucial variable describing the work

situation of individuals and groups show ing effects both on

well-being and performance (Frese 1989, Karasek and

Theorell 1990, Wall et al. 1992) . A positive relationship

between control at work and planning within the design

process can be assumed. This relationship is due to two

processes. First, it is necessary to have a certain degree of

control at work in order to plan, i.e. in order to be able to

determine one’ s course of action. Otherwise planning is not

possible. Second, high control, i.e. a lot of decision
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possibilities requires planning because one must decide

how to proceed. It is assumed that this positive relationship

holds for both explicit planning and knowledge about

useful strategies.

The hypotheses concerning the relationship between

software designers’ work situations, planning processes,

and knowledge about strategies can be summarized as

follows:

(1) The amount of design work to be accompl ished is

negatively related to explicit planning and positively

related to the knowledge of useful strategies.

(2) Communication and cooperation requirements are

positively related to explicit planning but show no

relationship with knowledge about useful strategies.

(3) Control at work is positively related to explicit

planning and knowledge about useful strategies.

2. Methods

2.1. Sample

Thirty-® ve persons participated in the study. All subjects

were professional software designers working in software

developm ent projects. The average professional experience

within software development was 6.6 years (SD = 2 . 6). The

mean age was 33 years (SD = 4.7). Thirty-one per cent of

the participants were females.

2.2. Procedure

The study was composed of three parts. First, participants

had to work on a software design task, the Lift Control

Problem (cf. Guindon 1990). The goal of this task is to

design a software system that controls the movement of N

lifts between M ¯ oors by taking into account various

realistic constraints. Participants were given two hours to

work on this task. They were not restricted to any speci® c

design method, programming language, or notation and

were free to write down everything they wanted, including

sketches, notes, and questions to themselves. Products

produced by the designers ranged from rough verbal

speci ® cations to detailed pseudo-code notations. While

working on the task participants were asked to think aloud,

i.e. to verbalize all their thoughts. Verbalizations were

tape-recorded, later verbally transcribed, segmented, and

categorized. On average, a thinking-aloud protocol

consisted of 493 segments (SD = 188). After designers

had ® nished working on the Lift Control task they were
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Table 1. Category system for analysing thinking-aloud protocols and results from protocol analysis.

Category Description Example r
a

M
b

SD
b

Planning ahead Re¯ ecting on and making This is not yet clear to me. Therefore, I note this 0.69 1.7 1.4

decisions about the course as an open question. If there is some time left
of action later, I’ ll do something with it.

Local planning Thinking about the next step Now I have to read it again in order to understand it 0.82 4.7 2.0

Problem Reading and re¯ ecting on What does this mean: `all ¯ oors should be given 0.87 15.6 9.2

comprehension: requirements equal priority’ ?
requirements

Problem Re¯ ecting on typical Yes, I expect this when I am in a lift: that I go in one 0.96 5.5 4.7

comprehension: problems and scenarios direction and that I do not go up and down while
scenarios within the lift domain being in the lift.

Solution Designing the outline of the I just think of a rule for checking the status. I write: 0.86 52.0 10.5

development software system if the ® rst state of n is smaller than the second state...

Solution Evaluating the designed Let’ s go through it again. We have a button for 0.68 10.6 7.8
evaluation solution every lift...

Comments Commenting on the own That is the drawing I did in the very beginning. 0.72 6.2 4.3

work process

Task-irrelevant Statements do have nothing This is embarrassing, really embarrassing. Do others 0.81 2.9 4.2

statements to do with the task behave like I do? Do others succeed within two

requirements hours...?

Others E.g. clarifying the 0.86 0.8 0.6

experimental setting

Note:
a
Agreement among two raters at the protocol level (n = 20 protocols). All correlations are signi® cant at the 0.001 level.

b
M and SD referring to percentage of segments in thinking-aloud protocols.



asked to rate its complexity and dif ® culty. Forty-three

per cent of the participants reported that the Lift Control

task was at least as complex as a task that they had to

accom plish in their everyday work situation. With respect

to dif ® culty 66 per cent of the designers rated the Lift

Con trol task at least as dif ® cult as a task in the everyday

work situation.

As a second part of the study software designers

participated in an interview that was performed after they

had ® nished working on the design task. The interview

included questions about the task, implicitly used strategies,

and knowledge about useful strategies. The third part of the

study was a questionnaire including questions about the

designers’ every day work situation and professional

experience. The software designers were paid for participating

in the study.

2.3. Measures

2.3.1. Explicit planning: The amount of explicit planning

was assessed by the analysis of the thinking-aloud protocols.

For performing this analysis a category system was

developed comprising nine categories. This category

system is shown in table 1. It differentiated between two

types of explicit planning: planning ahead and local

planning. Planning ahead means that a person re¯ ects on

how he or she wants to proceed, for example, what to do ® rst

and what to postpone. Local planning is characterized by a

person’ s mere statement what he or she intends to do next

without extensively re¯ ecting on it. Often, local planning

sounds like a short introductory statement into the following

solution or evaluation statement. It is important to note that

planning ahead is not restricted to early phases of task

completion but can also occur during later phases. For

example, one can plan ahead after having ® nished the ® rst

parts of the task by re¯ ecting about what steps to perform

next.

Twenty out of the 35 thinking-aloud protocols were

categorized by two raters. For computing the reliability at

the protocol level, the percentage for every category within

the protocol rated by the ® rst rater was correlated with the

correspond ing percentage within the protocol rated by the

second rater. Correlations between the two raters are given

in the fourth column of table 1. The correlations of r = 0 .69

for planning ahead and r = 0 .82 for local planning are

indicators for a good reliability at the protocol leve l. In the

case of disagreement, the ratings of the more experienced

rater were used for further analysis. This rater also

categorized the remaining 15 protocols.

2.3.2. Implicitly used strategies: Because implicit strategies

are not necessar ily verbalized while thinking aloud

(cf. Ericsson and Simon 1993), an interview method was

used in order to assess such meta-cognitive strategies. After

participants had completed the design task they were asked

whether they had used `higher-order principles’ while

working on the task. An example was given: `A higher-

order principle could be to start with the most simple part of

the taskÐ or to start with the most dif ® cult part’ . Software

designers reported the principles they had applied. These

reports were verbally recorded and later categorized by

using a ® ne-grained category system comprising of 22

categories. However, some of these categor ies remained

empty. In order to compute the reliability of the categoriza-

tion, strategies reported by 20 designers were categorized by

two raters. An agreement of 77.3% was obtained (Cohen’ s

Kappa = 0 .75) indicating good reliability (Landis and Koch

1977).

2.3.3. Know ledge about useful strategies: Knowledge

about useful strategies was also assessed during the

interview by adapting a procedure suggested by Wolff

(1989; cf. Hacker 1992) . Software designers were told to

imagine an inexperienced colleague having to work on that

design task. Then designers were asked to say what

recommendations they would make to this colleague. The

recommendations were verbally recorded and later categor-

ized by using the category system described in the preceding

paragraph. Again, data provided by 20 designers were

categorized by two raters. Here, an agreement of 85.3%

resulted (Cohen’ s Kappa = 0 .84) that can be regarded as a

very good reliability.

2.3.4. Work situation : The software designers’ work

situation was assessed by a questionnaire. The amount of

design work and communication and cooperation require-

ments were ascertained by single questionnaire items.

Designers were asked to indicate the percentage of working

time they spent on a design task and the percentage of

working time they spent on communication, cooperation, or

coordination. Control at work was assessed by a 6-item

questionnaire scale developed by Semmer (1984) and

adapted to clerical work by Zapf (1991). The scale included

items such as `Can you decide how you do your work?’ .

Cronbach’ s alpha was 0.81.

3. Results and discussion

3.1. Analysis of thinking-a loud protocols:

explicit planning

The two right hand columns of table 1 show the results of
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protocol analysis. Subjects spent most of the time on

developing the solution (52.0% ). For problem analysis, i.e.

considering requirements and building scenarios, 21.1% of

the time was used. Evaluation of the solution took 10.6%

of the time. In general, there was a rather great variability

within each category. For example, time spent on solution

development ranged between 29.7 and 74.8% of the

working time. Concerning explicit planning, analysis of

thinking aloud protocols showed that software designers

spent 6.4% of their working time for explicit planning.

Most of this time was used for local planning (4.7% of

total working time), while only 1.7% of total working

time was spent for planning ahead. This indicates that

especially planning ahead very seldom occurred in the

work process, even less often than task-irrelevant state-

ments (2.9%).

3.2. Interview data: implicitly used strategies

For every category it was computed how many software

designers reported having used such a strategy. Results are

shown in the left hand column of table 2. The most often

reported strategies were `simple parts ® rst’ (40.0%),

`divide and conquer’ (40.0% ), `intensive problem compre-

hension’ (28.6% ), `top down’ (20.0%), `evaluating the

solution’ (20.0%), and `visualization’ (20.0%). Only 5.7%

of the subjects reported having used explicit planning as a

strategy.

The high percentage for the category `simple parts

® rst’ might be an overestimation because this category

was given as a sample item in the instruction. However,

`dif ® cult parts ® rst’ that was the opposite sample item

was mentioned by only 5.7% of the participants. This

suggests that the strategy of starting with the simple

parts ® rst was indeed given priority over the opposite

strategy of concentrating on dif ® cult parts ® rst. The low

percentage with which explicit planning was reported

con® rms the ® ndings of protocol analysis showing little

explicit planning. Therefore, these results suggest that

software designers have strategies other than explicit

planning that guide their work, especially starting with

simple parts, dividing the problem into manageable sub-

problems, and spending a lot of time on problem

comprehension. Explicit planning plays only a minor role

in determining the work process.

3.3. Interview data: knowledge about useful strategies

Software designers’ knowledge about useful strategiesÐ

measured as recommendations for an inexperienced collea-

gueÐ is shown in the right hand column of table 2. The most

often recommended strategies were `intensive problem

comprehension’ (37.1% ), `cooperation with colleagues’

(31.4%), `divide and conquer’ (28.6%), `top down’

(22.9%), `evaluating the solution’ (20.0% ), and visualiza-

tion (17.1%). Again, explicit planning was recommended

218 S. Sonnentag

Table 2. Percentage of software designers using strategies implicitly and recommending strategies to an inexperienced colleague.

Strategy Strategy implicitly used Strategy recommended

Simple parts ® rst 40.0 14.3
Divide and conquer 40.0 28.6

Intensive problem comprehension 28.6 37.1
Top down 20.0 22.9

Evaluating the solution 20.0 20.0
Visualization 20.0 17.1

Exploration 17.1 8.6
Systematic search for information 14.3 8.6

Important parts ® rst 11.4 8.6
Applying software design method 8.6 8.6

Explicit planning 5.7 5.7
Bottom up 5.7 2.9

Dif ® cult parts ® rst 5.7 0.0
Completeness and disciplinarity as goal 5.7 5.7

Modularity as goal 2.9 0.0
Documentation 2.9 2.9

Cooperation with colleagues NA 31.4
User involvement NA 2.9

Taking enough time 0.0 8.6
Using already existing solutions 0.0 5.7

Clarifying organizational questions 0.0 2.9
Others 8.6 20.0

Note: NA = not applicable.
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Table 3. Means, standard deviations, and intercorrelations for variables used in hierarchical and logistic regression analyses.

M SD 1 2 3 4 5 6 7 8 9 10 11

1 Years of professional 6.6 2.6
experience

2 Amount of design work
a

18.5 11.7 0.14
3 Communication and 39.3 23.6 0.02 0.30

cooperation requirements
a

4 Control at work
b

3.9 0.6 - 0.20 - 0.07 0.36

5 Planning ahead
c

1.7 1.4 - 0.17 0.02 0.25 - 0.27
6 Local planning

c
4.7 2.0 0.04 0.01 - 0.08 - 0.30 0.36

7 Simple parts ® rst (implicitly 0.4 0.5 - 0.07 - 0.14 - 0.62 - 0.34 - 0.09 0.08
used)

8 Divide and conquer 0.4 0.5 - 0.22 - 0.10 0.10 0.06 0.11 0.40 0.05
d

(implicitly used)

9 Intensive problem 0.3 0.5 - 0.09 - 0.28 0.13 - 0.05 0.19 0.07 0.25
d

0.00
d

comprehension (implicitly

used)
10 Intensive problem 0.4 0.5 - 0.03 0.10 0.11 0.08 - 0.18 0.22 0.14

d
0.10

d
0.04

d

comprehension
(recommended)

11 Cooperation with colleagues 0.3 0.5 0.13 0.06 0.13 0.43 0.00 - 0.00 0.29
d

0.05
d

0.02
d

0.24
d

(recommended)

12 Divide and conquer 0.3 0.5 - 0.09 0.42 0.14 0.07 0.02 - 0.09 0.00
d

0.25
d

0.25
d

0.17
d

0.02
d

(recommended)

Note:

N = 35 .
a
Per cent of working time.

b
Range: 1±5.

c
Per cent of segments in thinking-aloud protocols.

d
Contingency coef® cient.

Table 4. Results from hierarchical regression analyses predicting planning ahead and local planning.

Type of explicit planning and predictors B SE B b R
2

R
2

Planning ahead
Step 1

Years of profession experience - 0.0008 0.0010 - 0.15 0.02 0.02

Step 2

Years of professional experience - 0.0013 0.0009 - 0.24
Amount of design work - 0.0002 0.0002 - 0.12

Communication and cooperation requirements 0.0003 0.0001 0.48*
Control at work - 0.0117 0.0043 - 0.48* 0.28* 0.26*

Local planning
Step 1

Years of professional experience 0.0000 0.0013 0.00 0.00 0.00

Step 2

Years of professional experience - 0.0006 0.0013 - 0.08
Amount of design work - 0.0000 0.0003 - 0.01
Communication and cooperation requirements 0.0000 0.0001 0.02

Control at work - 0.0120 0.0064 - 0.36§ 0.12 0.12

Note:
*p < 0 .05.

§p = 0 .0704.



only by 5.7% of the subjects. This indicates that software

designers have a rather broad knowledge of useful strategies

including knowledge about the positive effects of coopera-

tion. Explicit planning is not regarded as a recommendable

strategy.

3.4. Relation ship between characteristics of the work

situation and explicit planning

Table 3 shows the means, standard deviations, and

intercorrelations for all variables used in hierarchical

multiple and logistic regression analyses.

Resul ts from hierarchical multiple regression analysis

predicting explicit planning in the thinking-aloud protocols

from the designer’ s work situation are displayed in table 4.

Years of professional experience were entered in the ® rst

step as a control variable. In the second step, the amount of

design work, communication requirements, and control at

work were included as measures of the software designers’

work situation. Separate analyses were performed for

planning ahead and local planning.

In the ® rst equations years of professional experience was

not a signi® cant predictor of planning ahead and local

planning. Work situation variables entered in the second

step accounted for 28% of the variance of planning ahead

( p < 0 .05) with communication and cooperation require-

ments and control at work showing signi® cant beta weights.

Software designers with high communication requirements

in their work situation and low perceived control showed a

higher amount of planning ahead than did designers with

low requirements and high control at work. This means that

with respect to planning ahead, hypothesis 2 was supported

by the data, while hypothe sis 1 was not suppor ted and

hypothesis 3 was contradicted by the data. This ® nding must

be seen in the light that, within the experimental situation,

all participants experienced the same, relatively high

control: no restrictions concerning design methods or

notations were imposed on the designers. This relatively

high control within the experimental situation is also

re¯ ected by the fact the 65.7% of the participants asked

about the required detail of the design and if speci® c steps

were expected to be performed. All designers were free to

choose the procedure and sequential order of steps they

wanted. This means that all had the possibility to plan.

Therefore, those who were not familiar with situations in

which no prescriptions concerning the work process is

made had to plan and structure their work in order to cope

with this high control situation. In contrast, designers
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Table 5. Results from logistic regression analyses predicting knowledge of useful strategies.

Strategy mentioned and predictors B SE B Wald df Chi
2

Intensive problem comprehension
Step 1

Years of professional experience - 0.0447 0.1373 0.11 1 0.11
Step 2

Years of professional experience - 0.0475 0.1434 0.12
Amount of design work 0.0166 0.0332 0.25

Communication and cooperation requirements 0.0049 0.0173 0.08
Control at work 0.1203 0.6884 0.03 3 0.57

Cooperation with colleagues
Step 1

Years of professional experience 0.0947 0.1393 0.46 1 0.46

Step 2

Years of professional experience 0.2845 0.1835 2.40
Amount of design work 0.0376 0.0394 0.91
Communication and cooperation requirements - 0.0168 0.0218 0.59

Control at work 2.9422 1.2102 5.91* 3 9.72*

Divide and conquer
Step 1

Years of professional experience - 0.0980 0.1531 0.41 1 0.43
Step 2

Years of professional experience - 0.1935 0.1875 1.07
Amount of design work 0.1171 0.0555 4.45*

Communication and cooperation requirements - 0.0051 0.0227 0.05
Control at work 0.3779 0.8985 0.17 3 7.20§

Note:
*p < 0 .05.

§ p = 0 .0659 .



experiencing control every day had no need to plan

because they knew how to deal with a high control

situation.

Local planning was not predicted by the software

designers’ work situations. Thus, the respective hypotheses

were not suppor ted. This indicates that in contrast to

planning ahead, local planning does not help in dealing with

high control.

3.5. Relation ship between characteristics of the work

situation and knowledge about useful strategies

For strategies that were recommended by at least 25% of

the subjects (i.e. `cooperation with colleagues’ , `intensive

problem comprehension’ , and `divide and conquer’ ) it was

analysed whether software designers’ work situations were

related to the knowledge about these strategies. Logistic

regression analyses were performed again following a

hierarchical procedure: years of professional experience

were included in the ® rst step, and the amount of design

work, communication and cooperation requirements, and

control at work were entered in the second step. Results are

shown in table 5.

None of the three recommended strategies was predicted

by years of professional experience entered ® rst into the

equations. Recommending `cooperation with colleagues’

was predicted by work situation variables entered in the

second step (Chi
2 = 9 . 72 ; df = 3 ; p < 0 .05) with control

at work being a signi® cant predictor (Wald statistic = 5 .91;

p < 0 .05; partial correlation = 0 . 30). Communication

and cooperation requirements were no signi® cant predictor

(Wald statistic = 0 .59; n.s.; partial correlation = 0 .00).

Thus, analysis revealed that with respect to `cooperation

with colleagues’ , Hypotheses 2 and 3 were supported by

the data. This indicates that perceived control at work

was related to knowledge about this strategy while the

amount of communication and cooperation requirements

was not.

Mentioning `divide and conque r’ as a useful strategy was

predicted nearly signi® cantly by variables of the work

situation (Chi
2 = 7 .20; df = 3; p = 0.0659) . Software

designers performing a high amount of design work more

often recommended the `divide and conquer’ strategy than

did designers with a low amount of design work to

accom plish (Wald statistic = 4 .45; p < 0 .05; partial

correlation = 0 .25). Communication and cooperation

requirements did not contribute signi® cantly to the predic-

tion of know ledge about `divide and conquer’ (Wald

statistic = 0 .05; n.s.; partial correlation = 0. 00). This

means that with respect to the strategy `divide and conquer’ ,

hypotheses 1 and 2 were suppor ted. The amount of design

work to accomplish this was positively related to knowledge

of this strategy while communication and cooperation

requirements were not.

`Intensive problem comprehension’ was not predicted by

the software designers’ work situation. Thus, with respect to

this strategy, there was no empirical support for hypotheses

1 and 3.

3.6. Relationship between charac teristics of the work

situation and implicitly used strategies

No hypotheses had been formulated with respect to the

relationship between work situation and implicitly used

strategies. Nevertheless, for exploratory reasons, logistic

regression analyses were performed for those implicitly

used strategies that were mentioned by at least 25% of the

subjects (i.e. `simple parts ® rst’ , `divide and conquer’ , and

`intensive problem comprehension’ ). The same hierarchical

procedure as described above was followed. No signi® cant

effects of professional experience and work situation on the

reporting of `divide and conquer’ (Chi
2 = 0 .84; df = 3;

n.s.) and `intensive problem comprehension’ (Chi
2 = 5 .64;

df = 3; n.s.) were found. However, the implicitly used

strategy `simple parts ® rst’ was signi® cantly predicted by

work situation variables (Chi
2 = 17 .561; df = 3; p < 0 .01)

with communication and cooperation requirements being a

signi® cant predictor yielding a negative sign (Wald

statistic = 5 .31; p < 0. 05; partial correlation = - 0.27).

Thus, software designers experiencing low communication

and cooperation requirements reported more often having

begun with simple parts.

This result indicates that designers who do not have to

meet cooperation requirements in their everyday work

situation tend to start with the most conven ient parts without

paying attention to other issues. However, one should be

cautious with further interpretations because `simple parts

® rst’ was the sample item and only 14.3% of the subjects

regarded `simple parts ® rst’ as a recommendable strategy. In

general, analyses revealed stronger relationships between

work situation and knowledge about strategies than between

work situation and implicitly used strategies. This suggests

that the experience of speci® c work situations is predomi-

nantly associated with a person’ s knowledge about useful

strategies but not with (the report of) their implicit

application.

4. Overall discussion

The study showed that professional software designers do

very little explicit planning when working on a design task.

Instead, they have a broad knowledge of other useful
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strategies that can guide the work process. Additionally, it

was found that the amount of planning ahead and knowl-

edge about useful strategies are predicted by characteristics

of the work situation.

The amount of explicit planning is not only small in

absolute ® gures but also small compared to the ® ndings

reported by Sutcliffe and Maiden (1992) . That study applied

a similar conceptualization of planning than was used in the

present study. Participants in the study by Sutcliffe and

Maiden (1992) spent substantially more time in planning.

The differing ® ndings of this and the present study may be

due to the different samples studied.The sample studied by

Sutcliffe and Maiden (1992) consisted of students with only

a few months of experience in systems analysis while

professional software designers with many years of

professional experience participated in the present study.

Various theoretical approaches agree that cognitive pro-

cesses are automated through practice (e.g. Semmer and

Frese 1985, Shiffrin and Dumais 1981). Thus, the

professionals’ longer experience compared to that of the

students can account for the differences in explicit

planning. It can be concluded that designers in the present

study used routinized and already existing strategies. This

is con® rmed by the designers’ self-reported `high-order

principles’ .

However, there are some alternative explanations for the

low amount of explicit planning in software designers’

work process. One might argue that designers did plan

explicitly but did not verbalize it. However, two reasons

speak against this assumption. First, if the assumpt ion was

true, then in retrospective reports participants probably

would have said that they planned. But only 5.7% of the

participants mentioned explicit planning. Thus, it is not

very plausible that the designers planned to a great degree

but did not verbalize it. A second reason refers to

individual differences in dif ® culties with verbalizations.

There was of course a certain variability in the participants’

ability to verbalize. This variability is re¯ ected in the

length of thinking-aloud protocols. If it was true that

designers planned without verbalizing it, one would expec t

that those with poor verbalizations, i.e. short protocols,

verbalized relatively less planning because they planned

silently. Additionally, one would assume that those with

very ¯ uent verbalizations, i.e. long protocols, verbalized

relatively more planning. However, there were no sub-

stantial correlations between length of thinking-aloud

protocol and explicit planning (r = 0.04 for planning

ahead and r = 0.04 for local planning). Thus, although

the argument that designers explicitly planned without

verbalizing can not be ruled out completely, these data

speak against this assumption.

Another potential explanation for the low amount

of explicit planning is that the task did not require planning.

In general, planning is not necessary , if the task is perceived

to be very easy. However, participants’ assessment of

complexity and dif ® culty shows that perceived dif ® culty

and complexity were not low. This indicates that planning

was not completely obsolete. There is another argument

why planning would have been helpful or even necessary.

Many participants did not manage to ® nish their work

within two hours. Therefore, some sort of time planning

would have been necessary. Taking these arguments

together it can be concluded thatÐ although the task did

not force planningÐ task characterist ics did not make

explicit planning unnecessary. However, as was found by

retrospective interviews, software designers relied more on

ready-made strategies.

The study dem onstrated that the experiences people

have within the organizational context are related to

design behaviour and knowledge while length of profes-

sional experience is not. This questions the notion that

within professional systems development length of

experience is a substantial factor for predicting work

behaviour and performance (cf. Sonnentag (1995) for a

related argument). One can assume that professional

experience can account for performance differences

between students and professionals, but after a certain

degree of professional experience has been acquired other

aspects becom e more important. As the present study

shows characteristics of the everyday work situation might

be such variables.

The use of questionnaire measures for assessing

work situations has been often criticized (e.g. Kasl 1986).

One major critique in using such measures is that these

measures share common method variance (Campbell and

Fiske 1959) with dependent variables leading to an over-

estimation of relationships. However, this critique does not

hold for the present study, since only work situation

variables were assessed by a questionnaire; other variables

were ascertained by analysis of thinking-aloud protocols

and open-ended interview questions.

Although not tested causally, results of the present study

are in accordance with those of other studies (e.g. Frese

et al. 1996) reporting socialization effects of working

conditions on individual behaviour . With respect to theory

these ® ndings have implications for explaining work

behaviour and performance. Approaches that only consider

individual variables such as length of experience fall short.

Present and previous conditions at the work place with

their learning and socialization potential have to be taken

into account as well.

One might argue that the implications of the study are

limited due to the Lift Control task studied. Of course,

within any one study not all aspects of professional software

design can be taken into account. For example, for

developing a solution for the Lift Control problem neither

a long term focus nor communication or cooperation were

required. However, the task incorporated aspects of typical
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software design tasks such as a certain degree of com plexity

and poor structure (cf. Guindon 1990). Additionally, this

procedure of taking the same experimental task for every

participant has one important advantage com pared to the

study of tasks in real work environm ents. With the

procedure chosen in the present study, one can be sure

that individual differences in the design process can not be

due to differences in the task setting in which the task has to

be accomplished. These differences in the individual work

process must be due to other variables such as the work

situation outside the setting of the study or professional

experience.

`Divide and conquer’ is one important top down strategy

within software design (e.g. Budgen 1994). Working

cooperatively is an important factor for success in

software developm ent projects (Brodbeck 1993, Curtis

et al. 1988, Walz et al. 1993). However, knowledge about

these strategies is not shared by every software profes-

sional. Only designers who do a high amount of design

work and who experience high control at work regard

these strategies as important recommendations for an

inexperienced colleague. Therefore, with respect to this

study’ s practical implications, it can be concluded that

high control at work should be provided. In order to

become familiar with the `divide and conquer’ strategy,

software designers should accomplish a high amount of

design work.

The study revealed that aspects of the work situation

are related to cognitive processes within design. Thus,

further research is needed that takes into account

organizational and cognitive issues in one study. With

respect to cognitive issues such research can show the

relative importance of organizational factors compared to

purely cognitive variables in predicting behaviour and

performance in cognitive tasks. With respect to organiza-

tional issues it can be expected that such research will not

only show which organizational factors are related to

performance but will also identify the mediating cognitive

processes.
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