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Abstract The use of real-time distribution middleware programmed with high-level
languages like Java is becoming of increasing interest in next generation applications.
Technology like Java’s Remote Method Invocation (RMI) paves the way towards
these new distributed horizons. RMI offers many high-level abstractions useful for
distributed application programmers to reduce their development times. One of these
abstractions is a distributed garbage collector (DGC) that removes unreachable remote
objects from the distributed ecosystem. However, in real-time Java, distributed garbage
collection is underspecified and it introduces unbounded indeterminism on end-to-end
real-time Java communications. This article analyzes this problem proposing a simple
characterization for a predictable real-time distributed garbage collector (RT-DGC).
The approach requires support from the middleware infrastructure that implements
the abstraction but it also introduces bounded overhead. The article provides insight
on the performance that RT-DGC offers to a distributed real-time Java application and
the extra overheads due to the intrinsic cost of this abstraction.
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1 Introduction

Current complexity in real-time systems development is increasing dramatically
demanding new programming abstractions to reduce development and maintenance
costs [1-4]. On one hand, ancient monolithic and small-size systems are being inter-
connected (e.g., [5,6]) to new applications that have to offer predictability to end-
to-end communications. On the other hand, the number of lines of code of a typical
real-time system is also increasing due to new application requirements that want to
offer enhanced functionality. This state is also true even in industrial applications (e.g.,
[7]) that demand new abstractions to reduce their development and maintenance costs
and to introduce flexible deployment and reconfiguration capabilities [8].

To deal with this problem, real-time practitioners may opt for high-level program-
ming languages that reduce the development and maintenance cost of their applica-
tions. One of these languages is real-time Java [9] that targets applications that have
complex requirements: hard real-time, soft, and general purpose performance mixed
in a complex distributed real-time system.

Currently, the efforts in the real-time Java community are grouped into three main
specifications: the Real-time Specification for Java (RTSJ) [10], the Distributed Real-
time Specification for Java (DRTSJ) [11], and the Safety Critical Java Specification
(SCJS) [12]. The first targets to single virtual machines and deals with issues related to
centralized resource management, DRTSJ offers mechanisms to interconnect different
virtual machines in a predictable way, and SCJS provides enhanced predictability for
high-integrity applications.

So far, the three main specification efforts have evolved at different rates. RTSJ has
implementations ready to be used to develop applications and currently it is optimizing
its model with enhancements addressed in the JSR-282 [13] community process. SCJS
is in a public draft revision, with prototypes that support the high-integrity models
proposed in the specification. However, DRTSJ [14,15] is moving slower and the
community lacks reference specifications, and implementations on which distributed
applications develop.

The list of issues that DRTSJ has to face is extensive: [5,9,16]. Among them,
the most addressed paradigm is the remote invocation (RMI) [17]: most researchers
have produced specific contributions for this distributed abstraction. For RMI,
researchers [16, 18] proposed extensions to the API to interconnect different real-time
networks, manage end-to-end priorities, and offer end-to-end predictable memory
management models. For instance, new services such as a distributed event handler
(DEH) and the synchronous scheduling service (SSS) were proposed to manage dis-
tributed events and to deal with new networked models. Lastly, other services, such
as the naming service and the distributed garbage collector service defined in Java’s
Remote Method Invocation (RMI)[19], have not addressed real-time performance
issues in depth.

Up to date, leading effort DRTSJ describes distributed real-time garbage collec-
tion as an interesting support [16]. However, the real-time Java community has not
addressed this benefit—cost relationship in depth. The goal of the article is to provide
a simple real-time distributed garbage collector (RT-DGC) approach for distributed
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real-time Java. DRTSJ, the main specification effort, profits from the results defined
in this article to base in them its distributed garbage collector.

RT-DGC techniques are also relevant to other real-time Java’s RMI approaches that
have removed distributed garbage collection from their profiles and have identified
real-time garbage collection as a part of their underlying support (i.e. [16,20,21]).
The results included in the article help them to understand the extra cost that the use
of a RT-DGC has in their infrastructures.

The rest of the article describes the RT-DGC algorithm proposed from different per-
spectives. Section 2 deals with related work focused on distributed garbage collection
and real-time Java. Section 3 introduces the basic behavior included in Java’s RMI.
Section 4 proposes a simple approach to include a RT-DGC service based on three
basic functionalities to manage the distributed garbage collector. Section 5 analyzes the
impact of this service on a distributed real-time Java middleware, addressing program-
ming interfaces and architectural issues. Section 6 evaluates the RT-DGC algorithm
on a networked hardware infrastructure. Finally, the article ends with conclusions and
future work (Sect. 7).

2 State-of-the-art
2.1 Algorithms for automatic memory management

The algorithms described for supporting RT-DGC have a directed connection to
previous work on classic automatic memory management algorithms (compiled in
[22,23]). The rest of this section connects this work and the technique proposed in
Sect. 4.

The proposed algorithm is based on a real-time version of a previous algorithm
described in the context of Network Objects (described in [24]) which was adopted
in Java’s RMI [25,26]. These types of algorithms are based on reference counting.
From a real-time performance perspective, this is advantageous because distributed
garbage collection algorithms do not require scanning all memory references to remove
unreferenced objects. However, one of the limitations of reference counting is that these
algorithms are not able to detect loops in remote object references and that they provide
less garbage collection than root-scanning garbage collectors. This type of limitations
is shared in common with the proposed distributed real-time garbage collector, which
is based on reference counting techniques.

The algorithm proposed in this article has been readjusted considering distributed
real-time Java constraints. Two types of adjustments have been carried out on the origi-
nal skeleton of the Java’s DGC. One is introducing a predictable resource management
and a real-time Java characterization on the DGC algorithm; this type of support is
not currently available in Java’s RMI. Another is producing a simpler distributed
garbage collector computational model, more efficiently designed (see Sect. 3). Cur-
rent Java’s RMI has internal messages (e.g., DGCAck) that improve the performance
in cases where there is a failure in the network or a computational node. The proposed
RT-DGC algorithm does not use the DGCAck, resulting in a simpler computational
model. The failure detection functionality is managed by the distributed real-time Java
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platform (that provides mechanisms [17] to detect and recover failures in a distributed
application).

Previous work in distributed garbage collection (see [23]) was more focused on per-
formance issues (i.e., the number of messages and efficiency) than in the predictability
of the DGC algorithm. This is the specific contribution of this work to the state of the
art: a characterization of a DGC algorithm as a predictable facility integrated into a
global system. Previous work was designed for general purpose applications and their
garbage collectors do not have a running priority honored in each node.

The proposed approach is relevant for other centralized algorithms that provide
applications with real-time performance like Metronome [27,28] and other approaches
[29-33]. Basic real-time garbage collectors are based on Baker’s incremental model
described in [31]. Using this model, researchers [29] explore the definition of a time-
triggered approach to the real-time garbage collector, deducting worst-case response
times for the application. Based on these strategies Metronome collects heaps using
time-based or work-based approaches taking 50 % of the available time. However,
none of these centralized efforts was extended to participate in a process that comprises
several virtual machines.

From the point of these real-time garbage collectors, the proposed techniques are
interesting for extending its support to a networked environment, where remote objects
are automatically collected when they are no longer in use. In order to provide a real-
time characterization useful for the distributed garbage collector as a task that creates
its own garbage to send/receive messages from other nodes. It also needs a mechanism
that prevents a remote object from disappearing before all their remote references.

The integration of centralized garbage collectors with centralized garbage collectors
seems simple because the distributed algorithm used in DGC algorithms creates new
local references in the local nodes that prevent from the destruction of a remote object
in a remote node. This simple interface is compatible with efforts like the algorithm
included in IBM’s real-time Java infrastructure [27] and the real-time garbage collector
offered by Jamaica [28]. However, the tools that determine the allocation rates of the
tasks of the system have to be modified to take into account the new requirements of
the distributed garbage collector.

Another related piece of work is the use of efficient memory allocators that include
techniques such as TLSF [34] which offers time-predictable allocation with low frag-
mentation. These techniques are less relevant than real-time garbage collectors in the
scope of this article, which are the most natural choices when designing a real-time
Java application.

2.2 Distributed real-time Java and distributed garbage collectors

The second part of the related work refers to distributed real-time Java technology and
its interpretation of a RT-DGC service. Some previous approaches have identified this
type of support as interesting, while others have forbidden its use (see [17]).
Approaches like RTZen [20] and other CORBA’s approaches towards having a
distributed garbage collector are set aside of the discussion because RT-CORBA does
not support garbage collection as a key service. From RTZen’s perspective, this type
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of service is not as relevant as in Java’s RMI model. The technique is useful to extend
RTZen with mechanisms that collect remote services that are no longer in use.

Regarding leading effort DRTSJ, real-time Java researchers identified having a pre-
dictable distributed garbage collector as a goal for distributed real-time Java in any
of their integration levels [35]. In DRTSJ, distributed applications exchange remote
object references which traverse several nodes. Currently, DRTSJ defines three integra-
tion approaches: LO, L1, and L2. LO refers to a plain Java’s RMI running on real-time
Java virtual machines without end-to-end real-time remote invocations. L1 refers to a
system with predictability on real-time remote invocations. Lastly, L2 refers to the pos-
sibility of having enhanced functionality on RMI, such as distributable threads. Some
extensions defined for the L2 integration level include a distributed event handler and
distributed remote objects which are used by distributable threads. The support given
by the RT-DGC algorithms described in the article offers a more predictable approach
for these L2 facilities.

Researchers from the University of York ([16]) worked in a framework for distrib-
uted real-time Java. Among the set of challenges they identified, having a predictable
DGC mechanism is in the improvements list. However, they do not provide practi-
cal approaches solving these issues. Thus, the proposed solution offers a practical
approach to address integration between DGC mechanisms and York’s real-time RMI
framework.

Researchers from Universidad Politécnica of Madrid ([21]) defined rules for dif-
ferent distributed real-time Java platforms. All their solutions forbid the use of a
distributed garbage collector and some of them also the destruction of remote objects.
Therefore, the approach described in the article is useful for flexible frameworks that
support remote object deallocation, meanwhile its high-integrity infrastructure cannot
use this support.

Lastly, this work impacts on previous contributions on the DREQUIEMI framework
([8,36]). DREQUIEMI identified a real-time garbage collector as an internal service
for remote invocations. However, the work was silent on how this type of functionality
should be added. The article provides algorithms for supporting a predictable DGC
service in RMI (Sect. 4), which is compatible with the remaining services described
for DREQUIEMI.

3 Background on the Java’s RMI distributed garbage collector

This section describes the distributed garbage collector included in Java’s RMI (see
[37-39]), analyzing different drawbacks and practical issues in its behavior.

In essence (Fig. 1), the distributed garbage collector in RMI consists of two methods
clean and dirty which are invoked from the core of the middleware. The dirty
message takes as an input the identifiers of the remote objects that are going to be
renewed and the leasing time. The clean message requires also an identifier of the
remote virtual machine.

The operational rules of the distributed garbage collector are the following:

— Each time a node receives from another node a reference from a local node, the
node sends a dirty message to the remote server to indicate that there is a new
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01: package Java.rmi.dgc;

02: public interface DGC extends Remoteq{

02: void clean(0ObjID[] ids, long sequenceNum, VMID vmid, boolean strong)
03: throws RemoteException;

04: Lease dirty(ObjID[] ids, long sequenceNum, Lease lease)

05: throws RemoteException;

06: }

Fig. 1 Java.rmi.dgc.DGC interface included in current Java’s RMI

reference in the system. The dirty message keeps the reference for a certain
amount of time. And after that time, the reference has to be renewed with another
dirty message. The dirty message takes as an input the identifiers of the
remote objects that are going to be renewed and the leasing time.

— Each time a local remote reference to a node disappears, the node sends a clean
message to the owner of the remote node to indicate the reference is no longer in
use.

3.1 Use case

To exemplify the behavior of the DGC algorithm, Fig. 2 introduces a simple scenario
with three nodes: Node 0, Node 1 and Node 2. Node 0 has a remote object named Ro,
Node 1 has a remote reference (Rr (ro)) to this remote object and Node 2 has no
references to Ro.

Under this initial assumptions (see Fig. 2), Node 1 has to perform periodical
renewals. This renewal process is shown in the step (0) of Fig. 2.

From that time on, the example shows how to move the remote reference from the
Node 1 to Node 2. The process consists of four steps to be complete:

1. The first step is an invocation from Node 2 to Node 1. This invocation is
carried out at application level by means of an application-dependent remote
method. In the example, the method has the following signature: Remote
getRemoteObject ().

2. Internally, the method returns a reference to a remote object (Rxr (ro) )that moves

from Node 1 to Node 2. After that, the local node notifies the owner that it received

this message.

The notification to the owner node is done via a dirty message.

4. Lastly, the method notifies to the Node 1 that it has received the reference. This
goal is supported with a DgcAck message, sent from Node 1 to Node 2. From
that time on, the server has to renew the remote reference periodically before its
time out.

W

The example also includes a case where the remote object is removed (see Fig. 2). In
the example, the cleaning happens when the two remote references in Node 1 and Node
2 disappear. In that case, each node has to send a c1ean message to the corresponding
node. When there is no remote references to the remote object, Ro becomes ready to
be collected.
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Fig.2 Anexample of three nodes interacting with the Java’s RMI DGC. a Creating a new remote reference,
b removing remote references and destroying a remote object

3.2 Enhancing predictability in the Java’s RMI distributed garbage collector

After analyzing the distributed garbage collector from a real-time perspective, the
following two issues have to be considered:

— Enhanced predictability: The current definition of the distributed garbage collector
is insufficient from the point of view of a real-time infrastructure like real-time
Java. The list of issues that have be addressed includes the lack of worst-case
execution times for the garbage collector process, lack of relationships with the
CPU (e.g., the possibility of defining priorities for different nodes) and a proper
characterization for the leasing process.

Our predictable version of the distributed garbage collector (see Sect. 4) provides
the distributed garbage collector with this type of functionality.

— Efficiency and optimizations: Another important issue is the efficiency of the dis-
tributed garbage collector. The example shows that the distributed garbage collec-
tor may be rather inefficient due to the number of messages exchanged (e.g., the
DgcAck messages sent to acknowledge the reception of a remote reference).
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The predictable version of the distributed garbage collector (Sect. 4) removed
some of these messages changing the responsibility of notifying that there is a
new remote reference to the node that enables the transference of the remote
reference.

4 A predictable distributed real-time garbage collector

This section describes a simple real-time garbage collector in the context of a distrib-
uted real-time model which communicates via real-time Java remote invocations. The
model is derived from an analysis of Java’s RMI distributed garbage collector (see
Sect. 3). These invocations are supported by a priority-driven scheduling infrastruc-
ture and its corresponding worst-case execution time. The integration is carried out by
characterizing the two messages exchanged by the distributed garbage collector and
the leasing model.

The following two major constraints are introduced in this section to describe the
real-time distributed garbage collector:

— The proposed garbage collector is focused on an RMI layer. Other elements of
the architecture (such as an optional operating system that maps this threads to
operating system concurrent units: threads, and/or interrupt handlers) are set aside
of the discussion. The model is focused on RMI specific issues and describes
interaction between different Java RMI actors.

— Theinteractions between the different garbage collectors in a distributed system are
described in isolation to explain the collection algorithm and its characterization
as a real-time task. This characterization is required to use different scheduling
techniques (such as response time analysis for priority-driven systems, see [40]).

4.1 Remote invocation model

The goal of the remote invocation is to invoke a remote method allocated in a remote
server from a local client. The basic model for communications used in this section
(see Fig. 3) assumes that each Java’s RMI communication comprises seven logical
steps in each remote invocation (based on the model described in [18]):

1—-2—->3—->4—>5—>6—>17) @))

In the first step (namely step 1 in Fig.1), the middleware takes input data (data
in Fig. 3) via a stub remote object. After taking the control, the application data are
serialized (step 2) and sent to the server. Once at the server node (step 3), the data
sent from the client are deserialized and the remote object is up-called (in step 4). The
remote object receives data from the client and generates the response information
(res in Fig. 3) returned to the client. These data are serialized at the server (step 5)
and deserialized at the client (step 6). At the end of the invocation, the returned data
(res) are at the application level (after step 7).

The latency of the network is integrated in step 2 and step 5 as a part of the internals
of the middleware. In addition, if the type of the network is known, the model may be

@ Springer



1596 P. Basanta-Val, M. Garcia-Valls

<Pcli>
<Celi> mid_dis mid_dis
client thread ~ Stub _stub _skel Remote
Object _invoke _invoke Object
2 <P4>[—
© <P1>| <C4>|
.

H
Ve
H
:
Q
V.
JeIs:
5
data
[_res ]

[res |
A
T
~
v
Vwm
54
NN
\"AR")
data
A A
0T
G ¢
w
.
r
0

\i

- - - - -~ <P5>
/ § <C5>

res

Client Server

Fig. 3 Remote invocation: communication model and priority characterization for the remote invocation
process

extended with this information. This type of approach is valid for producing a simple
model that may be extended with particular network models. This type of network
may be a dedicated RS232 link, a Switched-Ethernet LAN, or the Internet. In all these
networks, the transmission model and cost have to be integrated with the remote object
model proposed in this section (as a subsequence in step 2 and step 5).

4.1.1 Real-time task characterization

Before venturing into the definition of a predictable model for the remote invocation,
we introduce the task model used in the distributed system. The task model consists
of a set of n independent transactional tasks:

F'=1,...,7, (2)
that may be running in m independent processors:
M=uny,..., 7T, 3)

In this model, each transactional task is characterized with a period: 7;, a maximum
deadline: D;, and set of seg; different segments sequentially executed. Each segment
consists of a worst-case execution time: C5°€, a priority: P*°€, and an execution node:
758

1 Seg; 1 Seg; 1 Seg;
Tiz(’[‘i?Dl"[Civ"'scl' ]’[Pi""’Pi ]’[7[1'3""7Tl' ]) (4)

Most application deadlines: D; and inter-arrival times: 7; are given by the appli-
cation requirements. Also, worst-case execution times: Cij in each segment may be
empirically estimated (measuring its value) or alternatively by means of worst-case
execution time techniques such as those described in [41]. Regarding the running
nodes for each segment: rrl.j , they are typical application requirement too.
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The transactional model requires a priority P/ to be defined for each segment.
Unfortunately, in a distributed real-time system, there is not an optimal priority assign-
ment policy that may be universally used [42]. Therefore, in the context of this article,
we propose the following strategies:

1. A global priority per each t; task:

P=P  Vjell,seg] 5)
This type of approach requires one priority for each task shared in all transactions.
Its main benefit is that it simplifies the computational model, resulting in the
following task model:

1 = (T;, Di, [C}, ..., C;™ ), P [} o 78] (©6)

Notice that this simplification does not address the problem of assigning global
priorities to the different tasks of a distributed system. This type of assignment
is typically done by considering the nature of the different transactional tasks.
For this type of assignment one may resort to different approaches such as the
assignment of priorities proportionally to the period and the deadline of applica-
tions (called deadline-monotonic assignment or rate-monotonic assignment in the
literature [42]). These assignments are known to be suboptimal for general sets of
transactional tasks.
The main drawback of the approach is the stiffness of the computational model
that requires a global priority to be defined for each task and that potentially may
lead to suboptimal configurations.

2. A priority for each task in each node:
To increase flexibility of the task set, another approach is to define an execution
priority for each task in each node. This type of assignment may produce better
performance results because it generalizes the global priority scheme to a more
flexible scenario under the following constraint:

Pl.Z = Pl.j with seg(i) € node(z) Vj €[l,seg;] andz € [1, m] @)

One important issue in both transactional models is that after a priority assignment,
the resulting set of tasks may be analyzed using common-off-the-shelf techniques
like the different response time analyses: [43—45] to check if application meet their
deadlines.

4.1.2 Remote invocation as transactional segments

This section extends the computational model of a remote invocation with the infor-
mation required to be modeled with the transactional model defined in Sect. 4.1.1.
The proposed parametrization requires a maximum execution cost for each step and
a scheduling relationship with the underlying CPU (i.e., a priority) to be defined in
each step of the remote invocation:
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— For each step described in Fig. 3, the model assumes that each step has a priority
(Pi). In total, there are seven priorities: (P 1), ..., (P7). Each priority corresponds
to one of the steps (i.e. first step has (P 1)) and they are different for each different
client.

— In addition, the middleware process has to define a worst-case execution time
Ci for each step of the communication: (C1), ... (C7). Each Ci refers to the
worst-case execution cost of a different step in a communication.

Using this model, the node may carry out remote invocations using seven segments
(four in the client and five in the server) that are charged to the remote invocation.
This remote invocation model is a particular case of the previous transactional model
where the client and server interact in the client—server abstraction:

2 3 ot oS

ri> “ric Yri Yri

TRNS,; (cli, serv) = ([C)., C

i C €l

ri’
1 2 3 4 5 6 7
[Pri’ Pri’ Pri’ Pri’ Pri’ Pri’ Pri]7

1 2 3 4 5 6 7
[”cli’ T Tlservs servs Tservs Telis T[cli]) (8)

cliv
with cli and serv € [1, m]

This model is compatible with the computational model defined in Sect. 4.1.1
because the invocation is described as a set of steps with maximum costs: C, priorities:
P; and a running node: 7.

Likewise to reduce the number of priorities, one may resort to the one-global priority
strategy or to a per-node strategy. In the context of a remote invocation, the following
strategies are available:

1. Client policies These policies use a single priority (that includes the priority of the
client) for the seven steps of a remote invocation:

(P1) = (P2) = (P3) = (P4)
= (P5) = (P6) = (P7) ©)

This type of policy is typically combined with the global priority approach
described in Eq. 4.

2. Server policies
The policies define a priority for the client side of the invocation and another for
the server side (assuming that they are different nodes):

(P1) = (P2) = (P6) = (PT7)
and (10)
(P3) = (P4) = (P5)

This type of policy fits better with the idea of introducing local bounds on the
resources used in a certain computational node.
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The next section shows how this simple transactional model described in the context
of remote invocations is useful for the messages exchanged by the distributed garbage
collector, assuming that the distributed garbage collector uses remote invocations in
communications.

4.2 A computational model for the RT-DGC service

RT-DGC requires taking additional actions into account before a remote reference
to a remote object is to leave a node (to avoid race conditions); and after the
reference to the remote object is destroyed (to allow remote object destruction).
In addition, the RT-DGC has to renew its remote references periodically to deal
with the possibility of having failures. This section shows how all these actions
may be modeled using the transactional model previously described for remote
invocations assuming that the distributed garbage collector algorithm is a remote
object.

4.2.1 RT-DGC: remote reference creation

Before any remote reference (see Fig. 4) exits the local node, the middleware com-
municates the remote node in which the remote object is allocated. The goal of this
communication is to avoid a prior-to-time destruction of a remote object by creating
a local reference in the owner remote node.

Figure 4 shows this mechanism. The example assumes that data sent from client
to server have a reference to a remote object. This remote object is allocated in
a remote node named owner node. Before transferring the remote reference (step
2), the middleware communicates the owner node that a remote reference is to
be transferred. This notification is done via a remote communication (described in
Sect. 2) to the DGC service of the remote owner reference: i.e., (1 — --- — 7) in
Fig. 4.

The main difference between this communication and the remote communication
is that the DGC communication is an internal communication between two remote
nodes. In DGC messages, the user cannot write application code. In its most basic
form (step 4), the remote service creates a local reference to the local remote object
(see Fig. 2). The goal of this local reference is to avoid the remote object destruc-
tion. The reference is removed later, when the reference is destroyed in the server
node.

4.2.2 Real-time transactional characterization

As in general remote communication, the middleware defines seven priorities for the
DGC communication: (Pdgcl),. .., (Pdgc7). In addition, a worst-case execution cost
(i.e., (Cdgcl),. .. ,(Cdgc7)) has to be provided by the implementation.

Therefore, the reference mechanism may be characterized as the following
transaction, following the model described in Sect. 4.1.1:
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Fig. 4 RT-DGC model when a remote reference exits the local node. The client node is transferring a
remote reference (to a remote object allocated in the owner node) to the server node

TRNSf, (cli, owner)
= ([Cdgclyef; , Cdge2rer; , Cdge3ret, , Cdgcdyer,; , CdgeSyet; , Cdgcbret; , CdgcTret, 1,
[PdgC1I‘efl‘ ) Pdgczref,- ’ PdgC3ref,- ’ PdgC4ref,- ’ Pdgcsref,- ’ PdgC6ref,- ’ PdgC7ref,- ]1

1 2 3 4 5 6 7
[ﬂcli’ Tclis owner> Towner® Towner> clis ”cli])
with cli and owner € [1, m] (11

The main difference between this model and the previous one is that the remote
node refers to the node hosting the remote object, which is called owner.

The concept of client-propagated and server-defined priority is applied as in the
previous case but with the owner node. The client-propagated policy enforces the
following constraints:

(Pdgcl) = (Pdgc2) = (Pdgc3)
= (Pdgc4) = (Pdgc5) = (Pdgc6) = (Pdgc7) (12)
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In addition, the server-propagated policy on a DGC communication enforces the
following constraint:

(Pdgcl) = (Pdgc2) = (Pdgc6) = (Pdgc7)
and
(Pdgc3) = (Pdgc4) = (Pdgc5) (13)

In both cases the goal of this mechanism is to be able to reduce the number of
priorities involved in a remote invocation by means of inheriting or defining a priority.
One simple approach may opt for using a global priority for each transactional task that
includes also the interaction with the garbage collector. Other refined techniques may
modify this default assignment by defining a global priority for the garbage collection.

4.2.3 RT-DGC: remote reference destruction

After a remote reference is destroyed, the node communicates to the owner of the
remote object that the associated reference is no longer valid (see Fig. 5). As in
the previous case, the communication with the owner node is done via a remote
communication with a remote node with seven steps: (1 — --- — 7). However,
in the forth step of the invocation (i.e., step 4 in Fig. 5), the DGC algorithm removes
the reference created to the remote object from its internal table.

4.2.4 Real-time transactional characterization

As in the case shown in Fig. 4, the priority model and the cost in each step are
valid when notifying the destruction of a remote reference. In both cases, the imple-
mentation should provide a priority and a maximum cost for the seven steps of the
model.

Therefore the unreference mechanism is characterized as the following trans-
action, which is compatible with the transactional tasks described in Sect. 4.1.1:

TRNSyref, (serv, owner)
= ([Cdgcluyref; » Cdgc2uref; ,» Cdgc3uref; , Cdgcdurer; , CAgCSuret; ,
Cdgcburet; , CdgeTyret, 1
[Pdgclyref; , Pdge2yrer; , PAdge3ures; , Pdgcdurer, , PAgcSuret; ,

Pdgcbyret; , PAgcTyret; 1,

1 2 3 4 5 6 7
servs Tservs owner> owner owner> serv: 7Tserv])

[7
with serv and owner € [1, m] 14)
As in the previous case, the model may opt for client defined or server declared

priorities. By default, an initial policy may opt for using the same priority in the local
node and in the remote node (called owner) that hosts the unreferenced remote object.
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Fig. 5 Destruction of a remote reference (or unreference) in a client and corresponding notification to the
owner server

4.3 RT-DGC: leasing model for remote references

To detect machine and remote object failures each node notifies periodically to the
owner of a reference. This action is supported using a renewal mechanism, which
renews a reference from a remote node. If a reference is not renewed periodically, then
the RT-DGC algorithm may remove its related local reference from the set of remote
references. This strategy helps to detect and remove references to non existing remote
objects (see Fig. 6). The proposed model defines a periodic activity for the renewal
process launched from the node that holds the remote reference and a periodic timer
for the owner of the remote object (see Fig. 4).

For each reference, the local renews the lease viaa (1 — --- — 7) remote com-
munication action. In the forth step of this communication, the remote node stores
information about the time in which the last renewal arrived.

The owner node also requires a timeout associated to each reference stored in the
local table of the DGC algorithm. Its goal is to detect (by waiting for a periodic renewal
expiration) if a remote reference is still valid or not. If this reference is invalid, then the
middleware removes the corresponding reference from the local table of references.

@ Springer



A simple distributed garbage collector for distributed real-time Java 1603

data
e—> Local reference
§ o S o--» Remote reference
Renew . .
0 Internal DGC Communication
<Pdgc7> <Pdgc1>
<Cdgc7> <Cdgc1>
<Pdgc2>
<Pdgc6> <Cdac2>
<Cdgc6> : g
Node +
i Owner-
4 : Remote Object
- -
renew ;
L] = cpogor
P S 9 <Cdgc4>
HE [a]
HER E DGC Remotg
' Stecececscacteecncacacacnc) [ Gl A g ’ — <Ptimer>
Mececccccccccccccccaan - o dremote s <Ctimer>
g @<Pd905> Timer
&) <Cdgc5>
9]
a

Owner Server (RS)

Fig. 6 Renewal message (from each remote reference to the owner)

4.3.1 Real-time transactional characterization

Two different activities have to be characterized: the leasing activity and the timer
used at the owner.

First, it is the leasing mechanism, which requires defining a priority for the seven
steps: (Pdgcl), ... ,(Pdgc7). In addition worst-case execution times have to be defined
for (Cdgcl), .. .,(Cdgc7).

In addition to costs and priorities, the designed algorithm has to deal with the leasing
time. The leasing time is the time required in an owner node to decide that without a
renewal, the remote reference is invalid (Fig. 7).

To transform the leasing time to a period (Tleasing) and a deadline (Dleasing) one
approach is to define to use the following constraints:

Tleasing = Dleasing = Leasing/2 (15)

As a result of this choice, the DGC leasing mechanism is characterized as the
following transactional task:
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Fig. 7 Leasing process characterization proposed for the garbage collector

Tref; (hold, owner) = (Leasing/2, Leasing/2,
[CdgCIref,- , Cdgczref,- s CdgC?’ref,- s CdgC4ref,- s Cdgcsrefi s CdgC6ref,~ s Cdg07ref,~]7
[Pdgclyer; , PAdge2rer; , PAdge3rer, , Pdgcdrer, , PAgceSeer; , PAgcbyer; , PAgcTrer; 1,

1 2 3 4 5 6 7
[nhold’ Thold» owner’ Towner® owner> 7hold> 7 holder])
with holder and owner € [1, m] (16)

Lastly, the characterization refers to the timer process (Fig. 4 at owner node) carried
out to release the reference. In the approach, the timer is characterized with a maximum
cost ({(Ctimer)) and a running priority ({(Ptimer)).

Selecting a proper leasing time requires dealing with a trade-off between accuracy in
fault detection and computational overhead. The shorter the leasing time, the better the
failure detection provided by the leasing mechanism and the higher the computational
overhead due to the renewal messages of the distributed garbage collector.

5 Integration on a real-time Java platform infrastructure

The internals of a real-time Java middleware were modified to support the RT-DGC
service described in Sect. 4.

In this infrastructure, the DGC service is in charge of removing remote objects
when they are not in use; no manual removal is allowed. The DGC service extends
the garbage collector hosted in each node to remote objects. It avoids memory leaks
due to remote objects that cannot be referenced from remote machines.

Figure 8 contains the basic remote interface of the RT-DGC service described
in the previous section. It contains three methods: one to create a remote reference
from a remote node, another to unreference it, and a third for the renewal of the
reference/unreference/renew methods to a certain locally hosted remote
object. The reference remote method and unreference are both synchronous
operations, called before a remote reference leaves a node and each time a remote
reference is removed. The renew mechanism is invoked asynchronously; i.e., the
application does not block for a renewal.
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01: package es.uc3m.it.drequiem.rtrmi.server.dgc;
02: import Java.rmi.server.dgc.*;

03: public interface RTDGCInterface extends Java.rmi.Remote{

04: public void reference(Java.rmi.server.0bjID[] objids)
05: throws Java.rmi.RemoteException;

06: public void unreference(Java.rmi.server.0bjID[] objids)
07: throws Java.rmi.RemoteException;

08: public void renew(Java.rmi.server.0bjID[] objids)

09: throws Java.rmi.RemoteException;

10: }

Fig. 8 Garbage Collectors API. An inter-virtual machine interface for a real-time DGC service

The period of the renewal actions, the maximum execution costs, and the priorities
are introduced as global parameters. The following new symbols are defined for Java’s
RMI to be parametrised:

— rtdgc.LeasingTime

— rtdgc.LocalStubCost

— rtdgc.LocalSkelCost

— rtdgc.LocalStubPriority
— rtdgc.LocalPriority

In each node, they control the main parameters of the garbage collector. The goal of
the local cost parameters is to bound local interference generated from the distributed
garbage collector inside other tasks as follows:

LocalStubCost = Cdgcl + Cdgc2 + Cdge6 + Cdgc7 a7

LocalSkelCost = Cdgc3 + Cdge4 + Cdgce5 (18)

Lastly, the model allows defining a per-node policy (stub and server priorities) for
priority server-defined policies. They relate to the model as follows:

LocalStubPrio = Pdgcl = Pdgc2 = Pdgc6 = Pdgc7 (19)

LocalSkelPrio = Pdgc3 = Pdgc4 = Pdgc5 (20)

6 Empirical evaluation

This section focuses on the evaluation of the proposed RT-DGC algorithm, described
in Sect. 4. It quantifies its impact on an infrastructure described in Sect. 5. All results
refer to a modified version of real-time Java, running on 1 Ghz MHz machines inter-
connected with a 100 Mbps Switched-Ethernet stack. Two goals are pursued in the
evaluation:
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— to establish empirical evidence on the intrinsic behavior of real-time garbage col-
lectors.

— to offer performance results on the overhead introduced by the proposed RT-DGC
mechanism.

The overhead was measured in several benchmarks. The results offer clues on the
overhead this type of support in distributed real-time Java. Optimized implementations
should outperform results included in this section.

6.1 Real-time DGC vs. plain DGC
6.1.1 Priority inversion due to the renew operations

The first evaluation scenario shows a simple scenario (see Fig. 9) where two clients try
to access a remote object (RO) in a remote node server from two independent machines
(called Client_1 Node and Client_2 Node in Fig. 9):

— The first node hosts a periodic activity (period = 25 ms) that invokes a local stub
(S1) that transfers the information to the server. In addition, the server carries out
a periodic local renewal from a DGC service to another in order to avoid prior-to-
time removals (with a leasing time of 1 s and taking a 1 ms in each node to send
the renewal message). This task takes 14 ms in the client and 10 ms in the server
to complete its execution.

— The second client node hosts another activity (period = deadline = 50 ms) that
invokes on the (RO) remote object. This task consumes 2 ms in the client node
(i.e., node_2) and 8 ms in the server to complete its execution.

Client 1Node Client 2 Node
- — N N
High Priority Medium Priority
T=25ms .| S1 S2 T=50 ms
Lease - - Lease
dE
¢ A -
renew renew
dge | | Tt Reeees
g RO dgc
Server Node

Fig. 9 Two clients accessing to the same server. All absolute times (in ms) refer to 1 Ghz machines
connected with a Switched-Ethernet 100 Mbps network
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Table 1 Results corresponding to the worst-case response times of tasks included in Fig. 9

Activity Period Deadline Cost_server Cost_Client_1 Cost_Client_2
Trans_D_25 ms 25 25 10 14 -

Trans_D_50 ms 50 50 8 - 2

Renew @Nodel 1,000 1,000 1 1 1

Renew @Node2 1,000 1,000 1 1 1

Activity U_Cli_1 U_Cli_2 U_Serv WCRT(RT_DGC) WCRT(DGC)
Trans_D_25 ms 0.56 - 0.4 24 27
Trans_D_50 ms - 0.04 0.16 20 23
Renew@Nodel 0.001 - 0.01 20 20

Renew @Node2 - 0.001 0.01 20 20

Results refer to two 1 Ghz machines connected with a Switched Ethernet 100 Mbps network

— Assuming a deadline-monotonic approach, the priority of the 25 ms task is higher
than the 50 ms task. In addition, when the real-time garbage collector renewal has
a priority defined, then this priority is lower than the priority of the other tasks
(because its leasing time is 2 s, which corresponds to a 1 s period) whenever it
is possible (Note: When there is no real-time garbage collection, this priority is
unknown).

Under these constraints, the response time of the four transactions started on the
clients (two in each client) are bounded (see Table 1). This table contains the four
tasks characterization (periods, deadlines, and local costs in each node), the utilization
generated by each task in a node (client 1, client 2, and server) and the resulting
response time considering (WCRT_RT_DGC) (i) that there is a garbage collector, or
(WCRT_DGQC), (ii) that there is a non real-time garbage collector.

The following are remarkable outputs of the experiment:

— The indeterminism of the plain garbage collector generates pessimism in the server
(that has to consider that it generates interference in other tasks).

— As a result of the previous situation, this indeterminism increases the response
time of the 25 ms transactional task from 24 to 27 ms, missing its deadline (which
was 25 ms).

6.1.2 Priority inversion on reference operations

Another set of experiments was conducted to show the type of real-time application
that benefits from having a real-time garbage collector as part of its core. To show the
benefits stemmed from a RT-DGC, a simple application was developed (Fig. 10).

It consists of three nodes. The first is a client node data that have the highest
priority ((100)). The client node communicates a remote object (R1) to obtain a remote
reference (S2) to another remote object (R2). The second node (Node 1) is the node
that holds R1. Lastly, the third node contains remote object R2 and a real-time task
running at a (50) priority.
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Fig. 10 Scenario for DGC and RT-DGC comparison
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Fig. 11 Response time for the client with a plain DGC algorithm and with a RT-DGC

In this system there are two real-time activities with real-time constraints:

— The end-to-end activity (Node 0 — Node1l) which retrieves a remote object refer-
ence stored in Node 2.
— A local thread activity (T3) in Node 2.

If there is not a DGC algorithm deployed, the two tasks should not interfere. How-
ever, the use of a garbage collector causes the subtle priority inversion in Node 2: T3
blocks the whole end-to-end activity at (3 — 4 — 5).

In a plain DGC, that issue is problematic because the execution priority of reference
is notknown a priori whereas in a RT-DGC enabled node it allows defining that priority.
Empirically, this effect is shown in Fig. 11.

The figure shows that with a plain DGC the worst-case response time of the end-
to-end communication receives interference from T3. In the worst-case analysis, it
receives all the worst-case execution time from T3, which ranges in the application
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Node 0 Node 1

Rref_1 E Rref ... i | Rref_m

Ro...

Ro_m

Server 0

cSecccccccccccaas

Server m

Fig. 12 Configurable scenario with multiple remote servers. m 1 GHz servers connected with a 100 Mbps
Switched-Ethernet LAN acting as server nodes

from 100 to 12,100 ps. For the same interaction, the RT-DGC (with a client-propagated
policy) offers a plain worst-case response time, because it is able to avoid the inter-
ference from the local thread T3.

Lastly, notice that the worst-case response time of T3 does not depend on whether
there is a real-time garbage collector or not. In both cases, T3 has potential interference
from the end-to-end transaction. In the case of the RT-DGC it is because it runs with a
higher priority (i.e., (100)). With plain DGC, the worst-case scenario is to assume that
T3 receives interference from the end-to-end transaction (since there is no information
on its running priority).

6.2 Overhead introduced by the distributed real-time garbage collector

The second set of experiments refers to the overhead introduced by each remote
reference. The results provide useful information (the overhead introduced by a real-
time remote reference) to practitioners using similar settings (in terms of CPU and
network). This section illustrates performance patterns while the next section refers
to similar results obtained in an industrial application benchmark.

To show the performance patterns, a parametric scenario was developed (see
Fig. 12). It consists of m different servers, each one of them is hosting a remote
object that may be accessed remotely via a Switched-Ethernet LAN.

6.2.1 Overhead in operations

Figure 13 introduces the cost of managing remote references. This cost is divided into
three types of operations: (i) the creation of a remote reference; (ii) its deallocations;
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Fig. 13 Main costs in the proposed RT_DGC algorithm in a scenario with m servers each one then holding
a reference. The cost refers to m consecutive invocations to reference, unreference, and renew

and (iii) renewal. Results show that the most inefficient mechanism s the reference
method that has to allocate new structures within the middleware, the most efficient
mechanism is the unreference execution, and the renew process is in between.

From the perspective of the scalability, the reference is the mechanism that
challenges scalability on the system. The DGC algorithm mandates that a reference
that is going to be sent out to another is to be communicated to the remote node before
it disappears. So that, this cost cannot be deferred, as in the case of an unreference
invocation or a renew command.

The influence of the reference command on the cost of the remote invocation
was evaluated on the scenario described in Fig. 12 with a variable number of remote
references (1, 2, 5, 10, 100, and 1,000) in applications with deadlines ranging from
10 ms to 10 s. Results (see Fig. 14) show that applications with a moderate number of
remote references in a remote invocation may be satisfied with low overhead on the
deadline of the application.

It also show how an increase on the number of transferred remote references means
a high overhead due to the cost of communicating remote nodes that have a real-time
garbage collector installed.

6.2.2 Leasing time performance

The rest of the section evaluates the impact of the renew mechanism on the cost of the
remote invocation. The evaluation scenario used is the configurable scenario described
in Fig. 12. For this scenario, the evaluation considers (i) how the number of remote
references and (ii) the leasing period impact on the overhead introduced in the remote
invocation.

Each reference introduces a leasing task with blocking in the local node and con-
sumes resources in the remote reference holder, which notifies the owner about a new
reference, and the owner, who has to process the renewal. The client experiences a
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Fig. 14 Overhead of the reference mechanism on the cost of the remote invocation (1,2, 3, 10, 100
and 1,000 remote references). Each reference is hosted in a unique remote server. Application deadlines
ranging from 10 ms to 10 s
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Fig. 15 Overhead introduced by the leasing mechanism of the RT-DGC algorithm

blocking (U_bloq_Serv) and consumes certain resources periodically which are mod-
eled as a percentage in the utilization bound in the client (U_con_(hold)) and the
remote object host (U_con(owner)).

Figure 15 summarizes the main results obtained after the experiment. It shows the
evolution of the three types of cost with the leasing time; the shorter the leasing time

is, the higher is the amount of CPU required per period. Notice that the following
inequations are true:

U_blog_Serv > U_con_(hold)

and 21
U_bloq_Serv > U_con_(owner)
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Fig. 16 Evolution of the utilization required by the garbage collection as a variable of the number of
references in the system and the leasing time. M servers, each one holding a remote reference. 1 Ghz
machines with a 100 Mbps Switched-Ethernet Network

because the blocking introduced at the holder includes resources consumed at server
and owner nodes. In addition, notice that a relationship between U_con_(hold) and
U_con_(owner) cannot be established.

The last part of the experiment evaluated U_bloq_serv only. It shows this cost for a
bounded number of remote object references and leasing times. The obtained results
show that for aleasing time of 60 s, one node is able to manage 1,024 references without
much overhead (less than 10 %) (see Fig. 16). The available CPU time increases as
the number of references increases and/or its leasing time decreases.

6.3 Evaluation on an application benchmark

The last set of results refers to an evaluation carried out on a benchmark derived
from the Automotive Open System Architecture (AUTOSAR) [46] previously used
to evaluate real-time Java performance in networked applications [36,47,48]. The
former evaluation benchmark was extended to evaluate the overhead of the real-time
distributed garbage collector.

The benchmark takes four operational frequencies (83.3 Hz, 0.10, 0.20 and
0.25 kHz). On these frequencies the benchmark considers the blocking time due to one
remote reference (Low), two (Medium), and four (High) references in each periodic
activation. The allocation costs refer to the cost of establishing a remote communica-
tion with the node that hosts the remote object.

The following are remarkable outputs from the benchmark (see Fig. 17):
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Fig. 17 Summary of results obtained in the benchmark: Two 1 Ghz machines connected with a 100 Mbps
Switched Ethernet network. Leasing time multiple of the frequency of the application (1/7)

— Results are related to short frequency applications (83 Hz) and reference oper-
ations. In this case, the overhead of the reference operations is medium to high to
be considered as a part of the total cost in the distributed application (minimum
costs by 22 % of the available CPU time). This cost increases with frequency, con-
suming an important amount of CPU (100 % of the available) when the number
of allocated references increases from a medium number to a high number.

— Results related to unreference operations performance. In general,
unreference operations take less time than their corresponding reference
equivalents. This is the reason why the application computes more unreference
commands than reference commands. Reference logic tends to be more complex.

— Distributed garbage collection introduces a moderate overhead. This overhead is
minimum when the leasing period is relatively high (i.e. 16 times the period of
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the applications) and keeps reduced for shorter periods. For these low frequency
periods, the overhead is less than 5% of the utilization available in the system.
In those cases with higher operational frequency (i.e., 0.25 kHz), the utilization
takes half the amount of the resources of the application. These results show the
importance of selecting a proper leasing period that minimize the overhead in
distributed applications.

In general, results showed the importance of selecting in which state of the appli-
cation a remote reference is allocated. A high number of allocations consume an
important amount of CPU. The empirical results also recommend choosing a proper
leasing time that does not take a huge amount of time to renew all remote references.

7 Conclusions and future work

Next generation real-time systems demand high-level programming abstractions that
reduce maintenance and development costs. As a piece of work that contributes to the
improvement of current infrastructures, this article dealt with the problem of having
a distributed garbage collector in a real-time Java infrastructure. The work identified
the problems in currently implemented approaches and proposed mechanisms to leave
out DGC indeterminism, defining extensions to the API and specifying a real-time
distributed garbage collector for real-time Java infrastructures.

The simple mechanism is based on two direct methods that allow remote reference
allocation and deallocation, and includes also a simple leasing mechanism. All these
methods are parametrised as real-time activities. The empirical evaluation showed the
penalty introduced by the RT-DGC service in the end-to-end communication paths.
Results highlight how choosing a proper leasing time improves performance dramat-
ically.

Our most directed related work refers to connect the predictability of the proposed
work with the local predictability offered by local real-time garbage collectors and
propose other alternative models for the distributed garbage collector included in RMI.

We also plan to extend the evaluation of the algorithm to other infrastructures. The
first piece of work addresses Service Oriented Architectures (SOA), following the
strategies described in [8,49,50]. The second set of ongoing work considers the inte-
gration of the proposed RT-DGC as building block within the JES framework [50] to
improve its flexibility, and specific tools like RESANA [51,52] that could be extended
with specific support for RT-DGC.
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