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Abstract The trust-region problem, which minimizes a nonconvex quadratic function
over a ball, is a key subproblem in trust-region methods for solving nonlinear opti-
mization problems. It enjoys many attractive properties such as an exact semi-definite
linear programming relaxation (SDP-relaxation) and strong duality. Unfortunately,
such properties do not, in general, hold for an extended trust-region problem having
extra linear constraints. This paper shows that two useful and powerful features of the
classical trust-region problem continue to hold for an extended trust-region problem
with linear inequality constraints under a new dimension condition. First, we establish
that the class of extended trust-region problems has an exact SDP-relaxation, which
holds without the Slater constraint qualification. This is achieved by proving that a sys-
tem of quadratic and affine functions involved in the model satisfies a range-convexity
whenever the dimension condition is fulfilled. Second, we show that the dimension
condition together with the Slater condition ensures that a set of combined first and
second-order Lagrange multiplier conditions is necessary and sufficient for global
optimality of the extended trust-region problem and consequently for strong duality.
Through simple examples we also provide an insightful account of our development
from SDP-relaxation to strong duality. Finally, we show that the dimension condition
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is easily satisfied for the extended trust-region model that arises from the reformula-
tion of a robust least squares problem (LSP) as well as a robust second order cone
programming model problem (SOCP) as an equivalent semi-definite linear program-
ming problem. This leads us to conclude that, under mild assumptions, solving a robust
LSP or SOCP under matrix-norm uncertainty or polyhedral uncertainty is equivalent
to solving a semi-definite linear programming problem and so, their solutions can be
validated in polynomial time.

Mathematics Subject Classification 90C20 - 90C22 - 90C26 - 49N30

1 Introduction
Consider the extended trust-region model problem with linear inequality constraints

(P) min xTAx +aTx
xeR?
st [lx —xoll? < e,
b,.Tx <Bi,i=1,...,m,

where A is a symmetric (n X n) matrix, a, b;, xo € R" and o, 8; € R, > 0, i =
1, ..., m. Model problems of this form arise from the application of the trust region
method for solving constrained optimization problems [10], such as nonlinear pro-
gramming problems with linear inequality constraints, nonlinear optimization prob-
lems with discrete variables [2,22] (see Sect. 2) and robust optimization problems
[6,8] under matrix norm [9] or polyhedral uncertainty [6,15,18] (see Sect. 5). The
model (P) with a single linear inequality constraint, where m = 1 and x¢p = 0, has
recently been examined in the literature (see [2,3] and other references therein).

In the special case of (P) where (b;, ;) = (0, 0), it is the well-known trust-region
model, and it has been extensively studied from both theoretical and algorithmic points
of view [21,26,27,31]. The classical trust-region problem enjoys exact semi-definite
programming relaxation (SDP-relaxation) and admits strong duality. Moreover, its
solution can be found by solving a dual Lagrangian system. Unfortunately, these
results are, in general, no longer true for our extended trust-region model (P). Indeed,
even in the simplest case of (P) with a single linear inequality constraint, it has been
shown that the SDP-relaxation is not exact (see [3,28] and other references therein).
However, in the case of single inequality constraint, exact SDP-relaxation and strong
duality hold under a dimension condition (see [3] and Corollary 4.2 in Sect. 4).

In this paper, we make the following contributions which extend the attractive
features of the classical trust-region model to our extended trust-region model (P)
under a new dimension condition:

(i) Exploiting a hidden convexity property of the extended trust-region system of
(P), we establish that the SDP-relaxation of our extended trust-region problems
(P) is exact whenever a dimension condition is fulfilled.

The dimension condition requires that the number of inequalities must be strictly
less than the multiplicity of the minimum eigenvalue of the matrix A. It guarantees
a joint-range-convexity for the extended trust-region system of (P).
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Trust-region problems with linear inequality constraints 173

The exact SDP-relaxation is derived without the standard Slater condition. For
related exact relaxation result for problems involving uniform quadratic systems
(see [4] and other reference therein).

(i) We present a necessary and sufficient condition for global optimality for our
model problem (P). Consequently, we derive strong duality between (P) and its
Lagrangian dual problem under the Slater condition. Also, we obtain two forms
of S-lemma for extended trust-region systems. In the case of (P) with two linear
(bound) constraints our result provides a more general dimension condition than
the corresponding condition, given recently in [3].

(ii1) Under suitable, but commonly used, uncertainty sets of robust optimization, we
show that the dimension condition is easily satisfied for our extended trust-region
model that arises from the reformulation of a robust least squares model problem
(LSP) as well as a second order cone programming model problem (SOCP) as a
semi-definite linear programming problem. As a result, we establish a complete
characterization of the solution of a robust (LSP) and a robust (SOCP) in terms
of the solution of a semi-definite linear programming problem.

The significance of our contributions is that:

(1) Our dimension condition, expressed in terms of original data, not only reveals
a hidden convexity of the extended trust-region problems but also allows direct
applications to solving robust optimization problems such as the robust (LSP)
and (SOCP) models. These models are increasingly becoming the models of
choice for efficiently solving many classes of hard problems by relaxation or
reformulation techniques [1,5,6].

(i1) Our results show that a worst-case solution of a least-squares problems or a
second-order cone programming problem in the face of data uncertainty, espe-
cially in the case of a matrix-norm uncertainty or a polyhedral uncertainty, can
be found by solving a semi-definite linear programming problem.

(iii) Our approach suggests further extensions of global optimality, strong duality and
exact SDP-relaxation results to broad classes of extended trust-region models
with (uniformly) convex quadratic constraints by way of examining joint-range
convexity properties of the corresponding systems (see Sect. 6).

The outline of the paper is as follows. In Sect. 2, we introduce the dimension
condition and establish a joint-range convexity property. In Sect. 3 we derive exact
relaxation results for (P) and illustrate the results with numerical examples. In Sect. 4,
we show that the dimension condition together with the Slater condition ensures that
a combined first and second-order Lagrange multiplier condition is necessary and
sufficient for global optimality of (P) and guarantees strong duality between (P) and
its Lagrangian dual. In Sect. 5, we present an application of strong duality to S-
lemma and consequently to robust optimization problems [6]. In Sect. 6, we show how
our dimension condition can be extended to obtain corresponding exact relaxation
and strong duality results for trust-regions problems with certain convex quadratic
inequalities. Finally, in “Appendix”, for the sake of self-containment, we describe
some useful technical results that are related to non-convex quadratic systems and
robust optimization.
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2 Hidden convexity of extended trust regions

In this section, we derive an important hidden convexity property of extended trust-
region quadratic systems which will play a key role in our study of exact relaxation
and strong duality later on.

We begin by fixing the notation and definitions that will be used later in the paper.
The real line is denoted by R and the n-dimensional real Euclidean space is denoted by
R". The set of all non-negative vectors of R" is denoted by R’} . The space of all (n x n)
symmetric real matrices is denoted by S"*”. The (n x n) identity matrix is denoted
by I,. The notation A > B means that the matrix A — B is positive semi-definite.
Moreover, the notation A > B means the matrix A — B is positive definite. The set
consists of all n x n positive semidefinite matrices is denoted by S’} . Let A, B € §"*".
The (trace) inner product of A and B is definedby A-B = >/, Z'I': 1 aijbji, where
a;j is the (i, j) element of A and bj; is the (j, i) element of B. A useful fact about
the trace inner product is that A - (xx7) = x7 Ax for all x € R” and A € S"*". For
amatrix A € ™", Ker(A) := {d € R" : Ad = 0}. For a subspace L, we use dim L
to denote the dimension of L.

Asin [3,4], the study of exact relaxation and strong duality requires the examination
of topological and geometrical properties of the set

U(f. 80+ 81+ - -+ 8m) = {(f(X), g0(x), 1(x), ..., gm(x)) : x € R"} + Ry T2,

where f(x) = xTAx +alx +y, go(x) = |lx — x0||> — @ and g;(x) = b] x — B,
i=1,....,m, Ae S a,xo,b; e R"and y,a,B; €eR, i =1,...,m.

We note that the range set U ( f, go, &1, - - - » &m) 1S the sum of the nonnegative orthant
and the image of the quadratic mapping {( f (x), go(x), g1(x), ..., gn(x)) : x € R"}.
Hence, the range set U(f, go, g1, ---, &n) 1S convex whenever the image of the
quadratic mapping is convex. It is known that the joint-range convexity of quadratic
mappings has a close relationship with strong duality of an associated optimiza-
tion problem. For example, Fradkov and Yakubovich [12,29] used convexity of the
joint-range {(f(x), go(x)) : x € R"} in the case of homogeneous (not necessar-
ily convex) quadratic functions f, go (cf. [11]) to show that strong duality holds
for quadratic optimization problem with single quadratic constraint, under the Slater
condition.

Recently, Polyak [25] established a strong duality result for homogenous nonconvex
quadratic problems involving two quadratic constraints by showing that the joint-
range of three homogenous quadratic functions is convex under a positive definiteness
condition. On the other hand, the image of three nonhomogeneous quadratic function
is, in general, not convex. See [4,24,25] for more detailed discussion for joint-range
convexity of quadratic functions.

We begin by showing that the set U (f, go, g1, - - -, &n) 1s always closed.

Proposition 2.1 Let f(x) = xT Ax+a’x+y, go(x) = ||x —x0||> — o and g; (x) =
bl.Tx—,Bi,i: I,....m, Ae 8" a,xo,b; e R"andy,a, B eR, i =1,...,m.
Then U(f, go, &1, -- -, &m) is closed.
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Trust-region problems with linear inequality constraints 175

Proof Let (rk,sé‘,s’f,...,sz) e U (f, go, &1, -- -, &n) With
(rk,sg,slf,...,s,’;) — (1,50, 81, ---» Sm) -

By the definition, for each k, there exists xk e r”

FOR < b Ik = xoll? <o+ b, bTx* < B+t LR < B+ sk
2.1

This implies that x¥ is bounded, and so, by passing to subsequences, we may assume
that x; — x. Then, passing limits in (2.1), we have

f)<rlx—xol> <a+s0,bTx <B1+s1,....bLx < B + 5.

ThatiStosaY7 (r,S(),S],...,Sm) € U(f’go’ g]’ -‘~’gm)-so9 U(f’go’ g]5 ’gm) iS
closed. O

The following simple one-dimensional example shows that the set U ( f, go, &1, - - - »
gm) 18, in general, not a convex set.

Example 2.1 (Nonconvexity of U(f, go, &1,---,8m)) For (P), let n = 1, m =
1, f(x) =x—x2%, go(x) =x%—1and g;(x) = —x.Then, f(x) = xT Ax+a’x+r
with A = —1,a=1andr =0, go(x) = |lx — x0||*> —  withxg = 0, @ = 1 and
g1(x) = blx — By withb; = 1 and B; = 0.

Then, the set U(f, go, g1) is not a convex set. To see this, note that f(0) =
0, go(0) = —1 and g1(0) = 0, and f(1) = 0, go(1) = 0 and g;(1) = —1. So,
(0,—-1,0) € U(f, go,g1) and (0,0, —1) € U(Yf, go, g1)- However, the mid point
(0, —%, —%) ¢ U(f, go, g1). Otherwise, there exists x € R such that

2 5 1 1
x—x"<0,x*—1<—=and —x < —=.
2 2

It is easy to check that the above inequality system has no solution. This is a contra-
diction, and hence (0, —4, —1) ¢ U(/, go. g1). Thus, U (/. go. g1) is not convex.

The following dimension condition plays a key role in the rest of the paper. Recall
that, for a matrix A € S”, Anin(A) denotes the smallest eigenvalue of A.

Definition 2.1 (Dimension condition) Consider the system of functions f(x) =
xTAx+aTx+y, go(x) = ||x—x0||2—a and g;(x) = biTx—ﬂi, i=1,...,m,where

A e S a,xp,b; € R"and y, o, B; € R. Let dim span{by, ..., b,} = s, s < n.
Then, we say that the dimension condition holds for the system whenever

dim Ker(A — Amin(A) 1) > s + 1. (2.2)
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In other words, the dimension condition states that the multiplicity of the minimum
eigenvalue of A is at least s 4 1.
Recall that the optimal value function  : R”*+! — R U {400} of (P) is given by

h(r,st,..., Sm)
min {f@ :lx—xol> <a+r bfx<B+si,i=1,....m}, (s ....5m) €D,
= { xeR”
+00, otherwise,
where D = {(r, s1, ..., sm) : lx —x0l> <a +r, bl.Tx < Bi + s; for some x € R"}.

Theorem 2.1 (Dimension condition revealing hidden convexity) Let f(x) = xT Ax+
alx + Y, 8o(x) = |Ix —x()||2 — o and gi(x) = biTx —Bi,i=1,....m, A €
S"N a, xo, b € R" and y, a, B; € R. Suppose that the dimension condition (2.2) is
satisfied.

Then,

U(f, 80s81v -+ gm) = {(f(x), g0(x), g1(X), ..., gm(x)) : x € R"} + R} F2
is a convex set.

Proof We first note that, if A is positive semidefinite, then f, g;, i =0, 1, ..., m, are
all convex functions. So, U (f, go, &1, - - - » &n) is always convex in this case. Therefore,
we may assume that A is not positive semidefinite and hence Apin(A) < 0.
[U(f.80-81---»8m) = epih]. Let D = {(r,s1,....sm) : lIx —xol* < o +
r, bl.T x < Bi +s; for some x € R"}. Clearly, D is a convex set. Then, by the definition,

we have U(f, go, &1, - - -, §m) = epih.
[Convexity of the value function /]. To see this, we claim that, for each
(r,s1,...,8n) € D, the minimization problem

min { £ () = Amin(A)llx = Xoll” : llx = x0lI” < &+ 1, b x < Bi + i)
X n

attains its minimum at some X € R” with ||X — xo||> = « + r and bin < Bi + si.
Granting this, we have

min {£(x) = Amin(A) [l x —xol” : llx = xol> <@+, bl x < Bi +si)
XE n

= f(®) — Amin(A) (@ +7)
> min{f ()« flx - xoll> <o +r, bl x < B+ 5} — hmin(A) (@ + 1)

= min {£(0) = Amin(A) (@ + 1) : |1x —xol? <a+r bl x <p+s)
xelRn

> nél]iél{f(X) — Amin(A)[lx = x0l|* : lx — xoll> < @ + 1, b x < B + 5i),
X n
where the last inequality follows by Apin(A) < 0. This yields that
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Trust-region problems with linear inequality constraints 177

min { () <l = xol® S o r, bjx < Bt i=1,....m)
xeRn
= min (£ () = hmin(A)l1x = x0l? : ¥ = x0l* < @ +7, bl x < B + 51}
X n
+Amin (A) (o + 7).

Note that

F(x) := f(x) = Amin(A)]lx — x0|?
= xT (A = Anin(A) L)x 4 (@ 4 2hmin(A)x0) x4+ (¥ — Amin(A) 1 x0]%)

is a convex function, and so, (r, 51, ..., Su) — mingepe{F(x) : [|x —xol?> < a +
r, biT x < Bi + s;} is also convex. It follows that

(81, sm) > min () <l = xol? St bix < Btsii=1,...,m]
xeR”?

is convex. Therefore, & is convex, and so, U (f, go, &1, ---, &m) = epih is a convex

set.

[Attainment of minimizer on the sphere] To see the claim, we proceed by the
method of contradiction and suppose that any minimizer x* of

min (F(x) : |lx —xoll> <aH4rblx < Bi +si)
xelR?

satisfy ||x* — xo||> < a +r and biTx* < Bi + si. We note that there exists v € R"\{0}
such that

ve ( ﬂ b,.i) N Ker(A — Amin(A)1,). (2.3)

i=1

[Otherwise, (ﬂ;”:l bf) N Ker(A — Amin(A)I;) = {0}. Recall from our dimen-
sion condition that dimKer(A — Anin(A)I,) > s + 1 where s is the dimension of
span{b1, ..., by, }. Then, it follows from the dimension theorem that

n+l=@G+1)+Hn-y)

m
< dimKer(A — Amin(A) L) + dim( N b#)

i=1

= dim (Ker(A—Amin(A)In)+ﬂ bil)—i—dim( ﬂ b N Ker(A —)\min(A)In))

i=1 i=1
S n7

which is impossible, and hence (2.3) holds.] Fix an arbitrary minimizer x* of

mingcpn {F(x) : [|lx —xol|® < @+, bl.Tx < Bi + si}. We now split the discussion into
two cases: Case 1, (a@ 4+ 2imin(A)x0) v = 0; Case 2, (@ + 2Amin(A)x0)Tv # 0.
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Suppose that case 1 holds, i.e., (a + 2Amin(A)x0) v = 0. Consider x (1) = x* +rv.
As ||x* — xol|> < & + r, there exists fo > 0 such that ||x(f9) — xo||*> = o + r. Note
that b x(to) = b} (x* + tov) = bl x* < B; + s; and

F(x(t0)) = (x* + t00)" (A — Amin(A) 1) (x* + tov)
+(a@ + 22min(A)x0) T (x* + 10v) + (¥ — Amin(A) 1x0[1%)
= ()T (A + Amin (A L)X 4 (@+22min (A)x0) T x* 4+ (¥ — Amin(A) [x0]1?)
= F(x™).

This contradicts our assumption that any minimizer x* of min,cge { F (x) : ||x—x0[|*> <
a—+r, biTx < Bi + si} satisfy [|x* — xo||> <« + 1.

Suppose that case 2 holds, i.e., (@ 4+ 2Amin (A)x0) T v # 0. By replacing v with —uv if
necessary, we may assume without loss of generality that (a + 2Amin(A)7 x0)Tv < 0.
As ||x* — xolI> < « + r, there exists 7y > 0 such that ||x () — xo||*> < « + r for all
t € (0, 19]. Note that b x(to) = b] (x* + tov) = bl x* < B; + s; and

F(x(10) = (* 4 100)T (A = Amin(A) L) (x* + 1ov)
+(a@ + 2hmin (A)x0) T (x* + 100) + (¥ — Amin (A) [ x0]1%)
< ()T (A = dmin (A L)X* + (@+2hmin(A)x0) T X* + (¥ — Amin(A)[|x0]1%)
= F(x*).

This contradicts our assumption that x* is a minimizer. O

As a consequence, we deduce the hidden convexity of the well-known trust region
system.

Corollary 2.1 (Polyak [25, Theorem 2.2]) Let f(x) = x Ax +a” x +y and go(x) =
lx — xol|> — a where A € ™", a,xo € R" and y, a € R. Then, U(f, go) is convex.

Proof Leth; =0,i =1,...,m(so,dimspan{by, ..., by} = 0). Then the dimension
condition (2.2) reduces to dimKer(A — Amin(A) 1) > 1 which is always satisfied. So,
Theorem 2.1 shows the U (f, go) is always convex. O

Remark 2.1 (Observations on the Dimension Condition) We observe that the dimen-
sion condition (2.2) in the case of quadratic programs with one linear inequality con-
straint, i.e. m = 1 in (2.2), has been used to establish strong duality in [3]. This
conclusion is deduced in Corollary 4.2 of Sect. 4.

Moreover, a close inspection of the proof of Theorem 2.1 suggests that, for a

general system of quadratic functions f(x) = xT Ax + a’x + y, go(x) = |lx —
xll> — o and g;(x) = ||Bx|> + b x — B;, i = 1,...,m with B € R”" for some
leN, U(f, go, &1, ---,8nm) can be shown to be convex under a modified dimension

condition. This will be given later in Sect. 6.
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3 Exact SDP relaxations

In this section, we establish that a semi-definite relaxation of the model problem (P)

(P) min xTAx +aTx
xeR?
st fx —xoll? < e,

biTxS,Bi, i=1,...,m,

is exact under the dimension condition. Importantly, it holds without the Slater condi-

tion. To formulate a SDP relaxation of (P), letus introduce the following (n+1) x (n+1)
A a2
alrj2 o ) ’

1, —X0 0 bi/Z) .
Hy = " and H; = ,oi=1,...,m. 3.1
0 (—xOT ||xo||2—a) i (bf/z 5 ) m. (3.1)

Note that xT Ax + aTx = Tr(MX), |lx — xolI> — a = Tr(HoX) and bTx — i =
Tr(H; X) where X = xx! with ¥ = (x7, 1)T. Thus, the model problem can be
equivalently rewritten as
min  Tr(MX)
Xesyt!
s.t.  Tr(HpX) <0,
Tr(H;X) <0, i=1,....,m
Xn—i—l,n—i—l = l,rank(X) = ls

matrices: M = (

where rank(X) denotes the rank of the matrix X and X,,4+1 »+1 is the element of X
that lies in the n + 1" row and n 4 1™ column. By removing the rank one constraint,
we obtain the following semi-definite relaxation of (P)
(SDRP) min Tr(MX)
X eS’j_Jrl
s.t. Tr(HyX) <0,
Tr(H;X) <0, i=1,....,m
Xn+l,n+1 =1L

The semi-definite relaxation problem (SDRP) is a convex program over a matrix space.
Its convex dual problem can be stated as follows

m
00
D ma M A H; >
( )uE]R, A,-zo,)z'(zo,..‘,m [M +Z = (0 [,L)]

m
: T T 2 T
fnax g@[x x+a x+r|llx —xll"—« +§ i(bi x ﬂ,)]

. i=1
i=0,..., m

which coincides with the Lagrangian dual problem of (P). Clearly, (SDRP) and (D)
are semi-definite linear programming problems and hence can be solved efficiently,
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whereas the original problem (P) which is a non-convex quadratic program with mul-
tiple constraints, is, in general, a computationally hard problem. Therefore, it is of
interest to study when the semi-definite relaxation is exact in the sense that min(P) =
min(SDRP). For related most recent results on exact SDP relaxations, see [16].

If A is positive semidefinite, then the problem (P) is a convex quadratic optimization
problem which is known to enjoy nice properties such as strong duality and exact
relaxation. Therefore, from now on, we assume that A is not positive semidefinite and
so, has at least one negative eigenvalue.

Theorem 3.1 (Exact SDP-relaxation) Suppose that the dimension condition (2.2) is
satisfied. Then, the semi-definite relaxation is exact, i.e., min(P) = min(SDRP).

Proof [min(P) = max(D) < 4o00]. We first prove that there is no duality gap between
(P) and (D) under the dimension condition. It is known that this will follow if we show
that the optimal value function of (P)

v(s0, S15 ..., Sy) : = inf {xTAx—l—aTx D lx —x()||2 < a + 50,
xeRn
blx <Bi+si,i=1,...,m}

is lower semicontinuous and convex function on R”*! (See, for instance [20] for
details). To see this, we first note that epiv = U(f, go, &1, -- ., &n) Where f(x) =
xTAx +a”x, gox) = |lx — )co||2 —a and gi(x) = biTx —Bi,i =1,...,m.So,
by Proposition 2.1, epiv is a convex set, and so, v is a convex function. The lower
semicontinuity of v will follow from Proposition 2.1 as U(f, go, &1,---,&m) 1S a
closed set.

[min(P)=min(SDRP)]. By the construction of the SDP relaxation problem (SDRP)
and the dual (D), it is easy see that

min(P) > min(SDRP) > max (D).
As there is no duality gap between (P) and (D), we obtain that min(P) = min(SDRP).
[Attainment of Minimum of (SDRP)] We now show that the minimum in (SDRP)

is attained. To see this, we only need to show the feasible set of (SDRP) is bounded.
If not, then there exist X¥ Si“ with

Yk k
k_ y
X _(y" 1)

such that | X*|r := /Tr(XkX*) — 400, Tr(H; X*) < 0,i =0,1,...,m where
H;,i=0,1,...,misdefined as in (3.1). This implies that

0 < Tr(Y*) < —|lxoll* + & +2(*) T xo and b y* < B;.
As X* > 0, we have Yk — yk(yk)T > 0. So,

412 = Te(yFOT) < Tr(r®) < —lxol* + o + 205 xo.
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So, y¥ is bounded, and so Tr(Y*) is also a bounded sequence. Thus, both Y* and y* are
bounded. It follows that X is bounded which contradicts the fact that || X* | r — +oc.
O

It should be noted that convexity of the set U (£, go, &1, - - - » &m) plays an important
role in establishing the exact SDP relaxation of (P). However, as we see in the following
example, the convexity does not imply that problem (P) is equivalent to a convex
optimization problem in the sense that they have the same minimizers.

Example 3.1 Consider f(x) = x2, go(x) = x2—1and g1(x) = —x2 4 1. Tt can be
checked that

U(fg0,81) ={(x3 x> =1, x>+ 1) :xeRy={(z,z—1,—z+ 1) : 2> 0},

which is a closed and convex set. On the other hand, the corresponding optimization
problem min,cr{x? : x> — 1 < 0, —x2 + 1 < 0} cannot be equivalent to a convex
optimization problem as its solution set is {—1, 1} which is not a convex set.

One interesting feature of our SDP relaxation result is that its exactness is indepen-
dent of the Slater condition. The following example illustrates that our SDP relaxation
may be exact while the Slater condition fails.

Example 3.2 (Exact SDP-relaxation without the Slater condition) Consider the three
dimensional quadratic optimization problem with two linear inequalities:

(EP) min —x12 — x% — x§ + 3x1 + 2x2 + 2x3
(x1,x2,x3)€R3
st (= D?+x3+x3 <1,
x; <0,

x1+x2+x3 <0.

-1 0 O
This can be written as our model problem where A = ( 0 -10 ), a= (3,2, 2)T,
0 0 —1
x0 = (1,0,007, @« =1, by = (1,0,0)7, b, = (1,1, 1) and B; = B> = 0. Clearly,
the only feasible point is (0, 0, 0) and so, min(E P) = 0. We also note that the Slater
condition fails. Let s = dim span{b, by} = 2. We see that

dimKer(A — Apin(A),) =3 =5+ 1.

So, the dimension condition is satisfied.
On the other hand, the SDP-relaxation of (EP) is given by

(SDRPE) min —z1 +3z4 — 25 + 227 — 28 + 229
Xes4

st. 21 —2z4a+25+23 <0
24 =<0
24+27+290<0

21 22 3 24

2 75 26 27

3 26 78 29

24 77 29 1

X =
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Sincez; = zp = ... = z9 = Oisfeasible for (SDRPEg), min(SDRPg) < 0. Moreover,
71 22 23 4
22 75 26 7
23 Z6 28 29
74 27 29 1

for each feasible X = >0, wehave z; > 0, z5 > 0,

28>25>0 and z5>73>0. (3.2)
This gives us that

274 <z1—2z24+25+28 <0
and so, z4 > 0. As z4 < 0, we have z4 = 0 and so, z; + z5 + zg < 0. Hence,

z1 = z5 = zg§ = 0 and z7 = z9 = 0 (by (3.2)). Thus, min(SDRPg) = 0 = min(EP).

In the following, we use a simple one-dimensional quadratic optimization problem
to show that the SDP relaxation may not be exact if our sufficient dimension condition
(2.2) is not satisfied.

Example 3.3 (Importance of sufficient dimension condition) Consider the minimiza-
tion problem

(EP1) ;Ileiﬁ{f(X) 180(x) =0, g1(x) =0},

where f(x) = x — x2, go(x) = x2 -1, g1(x) = —x, n = 1 and m = 1. Then,
fx) = xTAx+a"x+rwithA=—-1,a=1landr =0, go(x) = ||x —x0||2 —o
with xg = 0, ¢ = 1 and g1 (x) = b]Tx — B1 with by = 1 and B; = 0. Clearly,
dimKer(A — Amin(A)I,) = 1 < 2 = dim span{b;} + 1.
The SDP relaxation of (E Pp) is given by
(SDRPE1) min —z1 4+ 22
Xes?

st. z1—1<0
-z <0

X:(Zl zz) 0.
2 1

It can be easily verified that min(EP1) = 0 and min(SDRPEg1) = —1. Thus, the SDP
relaxation of (EP7) is not exact.
Consider the quadratic optimization problem with one norm constraint and a rank-
one quadratic inequality constraint:
(Pp) min xTAx +aTx
xeRn
st lx —xol? <,

bTx)? <,

where A € S"*", a,x0,b € R", o € R andr > 0.
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Model problems of this form arise from the application of the trust-region method
for the minimization of a nonlinear function with a discrete constraint. For instance,
consider the trust-region approximation problem

min xTAx +aTx
xeRn
st Jlx —xol? < «,

bTx e {1, -1}
The continuous relaxation of this problem becomes

min xTAx +aTx
xeRn
st [lx —xol* <,

—1<bTx <1,

which is, in turn, equivalent to (Pp) with r = 1.
The SDP-relaxation of (Py) is given by

(SDRPy) min Tr(MX)

Xesit!
st. Tr(HoX) <0
Tr(H; X) <0, i=1,2
Xn+1,n+1 =1.

(A a2\ 5 (L —x

M‘(aT/z 0 )’HO‘(—xo ||xo||2—a)
(0 b2 )

Hl_(bT/Z _\/;) 211'1(1["12—(_1)]*/2 \/7 )

We now obtain the following exact SDP-relaxation result for the problem (Py)
under a dimension condition.

where

Corollary 3.1 (Trust-region model with rank-one constraint) Suppose that dimKer
(A — Amin(A)I,) > 2. Then, the semi-definite relaxation is exact for (Py), i.e.,
min(Py) = min(SDRPy).

Proof Note that (b x)?> < r is equivalent to —/r < bTx < /r. In this case the
dimension condition of Theorem 3.1 reduces to the assumption that

dimKer(A — Amin(A)I,;) > dim span{b, —b} + 1.

The conclusion follows from Theorem 3.1 and the fact that dim span{b, —b} < 1. O

Remark 3.1 (Approximate S-lemma and SDP Relaxations) For a general homoge-
neous quadratic optimization problem with multiple convex quadratic constraints, an
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estimate for the ratio between the optimal value of the underlying quadratic optimiza-
tion and its associated SDP relaxation problem has been given in [7] (see “Appendix”).
This result is known as an approximate S-lemma as it provides the approximate ratio
from the SDP relaxation to the underlying problem. Clearly, Theorem 3.1 shows that
the ratio between the optimal value of the underlying quadratic optimization problem
and its associated SDP relaxation problem is one for the extended trust region prob-
lem (P), under the dimension condition. For other nonconvex quadratic optimization
problems where the corresponding ratio also equals one, see [30].

Consider the quadratic optimization problem with the constraint set described by
the intersection of an Euclidean ball and a box:

(P;) min xTAx +a”x
xeR?

st x? <1,
—li<xi<lj, i=1,...,n,

where [; > 0. This class of nonconvex quadratic problems is known to be NP-hard.
Indeed, whenl; < % and A is negative definite, the norm constraint, || x||> < 1, becomes
superfluous and so, the problem (Pj) reduces to the quadratic concave minimization
problem with bounded constraints which is an NP-hard problem (cf. [7]). Using the
approximate S-lemma of [7] and a semidefinite programming relaxation, one can find
an estimate for the value of the nonconvex quadratic problem (Pp).

We note that our dimension condition fails for (P;). To see this, take m =
2n, b; = e;j,i = 1,...,nand b; = —e;, i = n+1,...,2n. Then, we see that
dim span{by, ..., b,} = n in this case, and so, the dimension condition reduces to
dimKer(A — Amin(A)1I;) > n + 1 which is impossible.

On the other hand, consider the following semi-definite relaxation of (P;) (see [7])

(SDRPy) rnin1 Tr(MX)

XeSﬁ'rJr
st. Tr(HpX) <1,
Tr(H;X) <1, i=1,...,n
Tr(Han1 X) < 1,

where
(A a)p (L, 0
M_(aT/Z 0 )’H"—(o o) 3.3)
1 3:
=diag(e;) 0Y) | 0 0
H,-:(l? 0 ' 0),;:1,...,;1, and Hn+1=(”6‘” 1). (3.4)

Following [7], we can get
2log(6n 4 6) min(P;) < min(SDRP;) < min(P;) < 0.

To see this, we first note that min(P;) equals the optimal value of the following
optimization problem
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min xTAx +taTx
(x,H)eR" xR
s.t. Ix)? <1,
lile.z <1, i=1,...,n,
i
2 <1.

which is, in turn, equal to the negative of the optimal value of the following quadrati-
cally constrained quadratic problem

(0COy) max {—yTMy:yTHoyfl,yTH,-yfl, i:l,...,n—l—l}
y=uT,nTeR"xR

where M and H;, i = 0,1,...,n + 1 are defined as in (3.3) and (3.4). Note that
rankH; =1,i=1,2,... —|—1 and Z”+1 H; > 0.So,[7,Lemma A.6, Approximate
S-lemma] implies that

n+1
max(QCQ;) < min(SDP) < 2log (6ZrankH,~)max(QCQl)
i=1
= 2log(6n + 6) max(QCQ,), 3.5

where (SDP1) is given by

n+1 n+l1
(SDP1) min {Z,u, M + Z,uka > O}

Itcanbe verified that (SDP1) is the Lagrange dual problem of the semi-definite problem

(SP;) max Tr(—MX)
XeS’frl

s.t.  Tr(HpX) <1,
Tr(H;X) <1, i=1,...,n
TI‘(H,1+1X) <1,

and Slater condition holds for (SP;). So, min(SDP1) = max(SPp). Finally, the con-
clusion follows from (3.5) by noting that max(SP1) = — min(SDRP).

4 Global optimality and strong duality

In this section, we present a necessary and sufficient condition for global optimality
of (P) and consequently, obtain strong duality between (P) and (D) whenever the
dimension condition is satisfied and Slater’s condition holds for (P). Related global
optimality and duality results for nonconvex quadratic optimization can be found in
[14,17,19,23].
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Theorem 4.1 (Necessary and sufficient global optimality condition) For (P), suppose

that there exists X € R" with ||x — xo|> < o and biT)_c < Bi, i =1,...,m, and that
the dimension condition (2.2) is satisfied. Let x* be a feasible point of (P). Then, x*
is a global minimizer of (P) if and only if there exists (Ao, A1, ..., Apy) € Rﬁ“ such

that the following condition holds:

2((A + koln)x*) = —(a + 2x0(x™ — x0)

+ 2" Aibi), (KKT Condition)
Ao([lx* = xol|* — &) = 0 and 2; (b] x* — ;) =0,

i=1,...,m, (Complementary Slackness)
A+ Ao, =0, (Second Order Condition).

Proof [Necessary condition for optimality]. Let x* be a global minimizer of (P).
Then, the following inequality system has no solution:

x—xl" <o, bix<Bi,i=1,....m, x’"Ax+a x < (x X a' x*.
2< blT < 1 TA"[‘T *TA*+T*

In particular, letting y = —((x*)7 Ax* +a” x*), the following inequality system also
has no solution:

||x—x0||2<a, bl-Tx<,3,',i:1,...,m, xTAx+aTx+y < 0.
Then, 0 ¢ intU (£, go, g1, .-, &n), Where

U(f. 80,811+ 8m) = {(f(x), g0(x), g1(x), ..., gm(X)) : x € R"} + R} *?

is a convex set by proposition 2.1. Moreover, as f, g; are all continuous, we see that

{(f(x)v g()(X), gl(x)1 M) gm(x)) tX € Rl’l} + lntR$+2 = lntU(f, g07 glv et gm)

is also convex.
Now, by the convex separation theorem, there exists (u, Ao, Af,...,An) €
R”2\{0} such that, for all x € R",

m
i (57 Ax +alx 4 y) + Aol - 202 = @) + D A x - ) = 0.
i=1
By the strict feasibility condition, we see that i # 0. Thus, for all x € R”
m
Ak a4y 0 (Ix = xol? — ) + D mB]x = B) 2 0,
i=1
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,1=0,1,...,m. Letting x = x*, we see that

m
ro (I = xol? = @) + >0 (b x* = ) = 0.
i=1

where \; =

=

As x* is feasible for (P), it follows that
Ao (||x* — x| - a) — 0 and A; (b,.Tx* - ,3,-) =0, i=1,....m.
Let h(x) :=xT Ax+a”x 4+ xo (Ilx — xoll> — ) + 27", A;(b] x — B;). Then, we see

that x* is a global minimizer of /4, and so, Vi (x*) = 0 and V2A(x*) = 0. That is to
say,

m
2(A + roly) x* + (a +200(x" = x0) + ZA,-b,-) =0 and A+ Aol, > 0.
i=1

[Sufficient condition for optimality] Conversely, if the optimality condition holds,
then we see that h(x) := xT Ax + a”x + Ao([lx — xolI> — &) + D7, i (bl x — Bi)

is convex with Vi(x*) = 0 and V2A(x*) > 0. So, x* is a global minimizer of &, and
hence, for all feasible point x € R” of (P),

m
xTAx+alx > xTAx +a"x + xo (||x — xo||2 — a) + ZA,- (biTx — ﬂi)
i=1

m
> (x*)T Ax*+alx* + 2 (||x* —xol> — O{) + ZA,- (bl-Tx* - ﬂi)
i=1

= (x*)T Ax* +al x*,

where the last equality follows by the complementary condition. Thus, x* is a global
minimizer of (P). O

Consider the Lagrangian dual problem of (P):

m
- T T 2 hT v _ B
(D) max min [x Ax +a”x + xo (Jlx — xol a)+§fkl(bl X ﬂl)}.

We now show that the strong duality holds under the dimension condition together
with the Slater condition.

Corollary 4.1 (Strong Duality) Suppose that there exists X € R" with ||X — xo||> < «
and biT X < Bi, i =1,...,m, and that the dimension condition (2.2) is satisfied.
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Then, strong duality holds, i.e.,

m]ilél {xTAx+aTx:||x—x0||2§a, biTxf,B,-, i = 1,...,m}
xelR"?

m
. T T 2 T
= max min Ax + + A — — o)+ E Aibix—8)y. 4.1
)»,'Z)(g)cE]R" [x x+a x o(llx — xoll o) 2 i(b; x ,31)] “4.1)

where the maximum in (4.1) is attained.

Proof First of all, we note that the following weak duality always holds:

In]iél {xTAx+aTx : ||x—x0||2§a, biTxg,Bi,i: lm}
xelR"?

m
. T T 2 T
>max min { x° Ax +a’ x + Ao(]lx — x —a)+ Ai(b;i x — Bi)y .
_AI_ZOXE[RH[ ol ol —e) + 31 ﬂ,)]

To see the reverse inequality, let x* be a minimizer of min,cps{x” Ax + a”x :
lx — x> < & blx < Bi,i = 1,...,m}. Then, by Theorem 4.1, there exists

(AQs ALy .oy Am) € RT‘I such that the following condition holds:

2(A + holp)x* = —(a 4+ 2ho(x* — x0) + 2.7 Aibi),
Mo(lx* —xol> —e) =0and A; (b x* = Bi) =0,i =1,...,m,

Then we see that h(x) := xT Ax +a’x + ho(x — xolI> —a) + D27, A (b x — Bi)
is convex with Vi(x*) = 0 and V2A(x*) > 0. So, x* is a global minimizer of &, and
hence, for all x € R”

m
xTAx +alx + xo <||x —x0||2 — a) + Zki (biTx — ,3,-)
i=1

m

> (x*)T Ax* +al x* + ho (le* —xol> = oz) + Zki (biTx* — ,Bi)
i=1

= (x*)T Ax* +al x*.

Thus, the reverse inequality is true and the maximum in (4.1) is attained. So, the
conclusion follows. O

Itis easy to see that, for the extended trust-region model problem with linear inequal-
ity constraints, our Corollary 4.1 shows that the ratio between the optimal value of the
underlying problem and its associated SDP relaxation problem is one whenever the
dimension condition is satisfied. For other quadratic optimization problems where the
approximate ratio, is one see [30].

Consider the following nonconvex quadratic optimization problem subject to a
norm constraint and a linear constraint:
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(P,) min x” Ax +a’x
xeR?

st |lx — xoll* < a,
blx < By,

where b; € R" and 81 € R.
As a corollary of Theorem 4.1, we now establish strong duality for (P;) which was
established in [3].

Corollary 4.2 (Trust-region model with single linear constraint) [3, Theorem 3.6]
For problem (P1), suppose that dim(Ker(A — Amin (A)I,,)) > 2 and suppose that
there exists X such that |X — xo||*> < « and blT)_c < Bi1. Then, strong duality holds for
problem (Py), i.e.,

min {xTAx +alx: [|x —x0||2 <a, blTx < ,31}
xeR?

= max min {xTAx +alx +ao(lx — xol® — o) + A (BT x < ﬂl)}, (4.2)
A0,A1>0 xR

and the maximum in (4.2) is attained.

Proof The conclusion follows by letting / = 1 in Corollary 4.1 and noting that s =
span{b} < 1. O

Let us note that, if the Slater condition is not satisfied, strong duality may fail while
the SDP relaxation is exact. Indeed, the same problem discussed in Example 3.2 can
be used to illustrate this situation.

Example 4.1 (Exact SDP-relaxation without Strong duality) Consider the same prob-
lem in Example 3.2:

(EP) min —x12 - x% - x% + 3x1 + 2x0 + 2x3
(x1,x2,x3)€R3
st —D?+x3+x3 <1,
x1 =0,

X1 +x+x3 <0.

We have already shown that min(EP) = 0, the Slater condition fails for (EP) and the
SDP relaxation of (EP) is exact. We now show that strong duality fails. The Lagrangian
dual problem of (EP) is

max min {—xf—xg—xg+3x1+2m+2x3 +20(Gr = 1) +x3
10,A1>0 (xl,xz,x3)€R3

+x3 — 1) + Axy + Aa(x1 +x2 + x3)}

— max  min {(,\0 — D + (A + A2 — 240 + 3)x1 + (o — a2

20,21>0 (x1,x2,x3)€R3

+@+A2)x + (o — DX} + @+ )

@ Springer



190 V. Jeyakumar, G. Y. Li

For each Ao, A1 > 0,

min [(,\o— Dx? 40 — 220 +3)x14+ (o —Dx3 +24+212)x2 + (o — 1x3

(x1,x2,x3)€R3
+2+ lz)XS}

—o0, if Mg <1,
=1 —o0, if Ap=1,
<0, if Ap > 1.

Hence, strong duality fails.

As a consequence of our strong duality theorem, we derive a dual characterization
for the non-negativity of a nonconvex quadratic function over the extended trust-region
constraints. This characterization can be regarded as a form of the celebrated S-lemma
[5]. See “Appendix” for variants of S-lemma.

Corollary 4.3 (S-lemma for extended trust-regions) Let xg, a, b; € R" andy, B;, o €
R,i = 1,...,m. Suppose that there exists X € R" with |[Xx — xo|> < « and
bl.T X < Bi, i = 1,...,m, and that the dimension condition (2.2) is satisfied. Then,
the following statements are equivalent:

(D fx —xoll> —a <0, bx— g <0,i=1,....om = xTAx +a’x+y > 0.
(2) 3% >0,i=0,1,...,m)(¥x € R?)

m
T Ax +ax +y) + ro(lx — xol* —e) + D 21 (b] x — B7) = 0.
i=1
Proof We only need to show (1) = (2) as the converse implication always holds.

To see this, suppose (1) holds. Then, the optimal value of the following optimization
problem is greater than —y

min {xTAx—i—aTx : ||x—x0||2 fot,biTx <Bi, i= 1,...,m}.
xeRn?

Then, Corollary 4.1 implies that

min {xTAx+aTx lx — xoll? < a, biTx <Bi, i= 1,...,m}
xeRn

m
. T T ) T
- A A - - ribix =Bt > —y,
i’i—‘i’éf&ﬁ@{x x+a’x +ro(llx = xol o¢)+[§:1 i (o] x ﬁ,)]_ y

“4.3)

and the maximum in (4.3) is attained. So, (2) follows. O
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Recall that the celebrated S-lemma states that, for two quadratic functions
f.g, [gx) <0 = f(x) = 0] is equivalent to the existence of A > 0 such that
f + g is always nonnegative. Note that, in the case where b; = 0 and §; = 1,
the dimension condition is always satisfied as dimKer(A — Apin(A)I;) > 1 and
dim span{by, ..., by} = 0, and so, the above corollary reduces to the S-lemma in the
case where g = ||x — xo? — c.

It is worth noting that in Corollary 4.3, the strict feasibility condition cannot be
dropped even if the dimension condition is satisfied. To see this, consider the following
one-dimensional quadratic functions f(x) = x and go(x) = x2. It can be verified that
the dimension condition is satisfied and [go(x) < 0 = f(x) > 0]. On the other
hand, for any A > 0,

1 .
. _ —H<0, if A >0,
JplS @) 428 (0) “oo, if A=0.
Therefore, Corollary 4.3 can fail if the strict feasibility condition is not satisfied.

On the other hand, if the strict feasibility condition fails, we now show that a new
form of asymptotic S-lemma still holds. For related asymptotic S-lemma of this form
for general quadratic constraint without Slater condition see [17].

Corollary 4.4 (Asymptotic S-lemma) Let A € S", xo,a,b; € R" and y, Bi,a €
R,i=1,...,mwith{x : ||x—x()||2 <a, biTx < Bi,i=1,...,m} # @. Suppose
that the dimension condition (2.2) is satisfied.

Then, the following statements are equivalent:

(D x —xoll> —a <0, bIx —p; <0,i=1,....om = xTAx +aTx+y > 0.
2) Ve>0@3xr>0,i=0,1,...,m)(Vx e R")

m
(T Ax +a"x +y) + ho(lx = xol® — ) + D" hi (bl x — i) +€ = 0.

i=1

Proof [(1) = (2)] Suppose that (1) holds. Let f(x) = xT Ax +a’x +y, go(x) =
[x — xoll> — « and g;(x) = bl.Tx — Bi,i = 1,...,m. Then, for each ¢ >
0, (—€,0,0,...,0) ¢ U(f, go, &15 - - - » 8m)- As the dimension condition (2.2) holds,
it follows from Proposition 2.1 and Theorem 2.1 that U (f, go, &1, - - -, &n) 1S aclosed

convex set. So, the strong separation theorem gives us that (i, Ao, A1, ...,Xm) S
RT‘Z\{O} and § € R such that

m
—pe <8 < uf(x)+ ingi(x) for all x € R".
i=0
Then, > 0. Otherwise, 4 = 0. Then, Z:":O Aigi(x) > 6 > Oforall x € R". This is
impossible as > A;gi(a) < O0foralla € {x : gi(x) <0,i =0,1,...,m}. So, (2)
follows with A; = %, i = 0,1, ..., m.

[(2) = (1)] For any x with g;(x) < 0, then (2) implies that for each € > 0, there
exist A; > 0 such that for all x € R",
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0< f()+ D higilx) +€ < f(x)+e.
i=0

Letting ¢ — 0, we see that f(x) > 0, and so, (1) follows. |

Before we end this section, let us use the preceding example to illustrate the new
form of asymptotic S-lemma.

Example 4.2 (Example illustrating the asymptotic S-lemma) Consider the following
one-dimensional quadratic functions f(x) = x and go(x) = x2. It can be easily
checked that [x2 < 0 = x > 0] and the dimension condition is satisfied. Now, for

2
eache > 0, x—i—ixz%—e = (#x + ﬁ) > 0. So, our form of asymptotic S-lemma
holds.

5 Applications to robust optimization

In this section, we establish SDP characterizations of the solution of a robust least
squares problem (LSP) as well as a robust second order cone programming problem
(SOCP) where the uncertainty set is given by the intersection of the norm constraint
and the polyhedral constraint. Consequently, we show that solving the robust (LSP) or
arobust (SOCP) is equivalent to solving a semi-definite linear programming problem
and so the solution can be validated in polynomial time.

Let us note first that, for a (p x ¢) matrix M, vec(M) denotes the vector in RP4Y
obtained by stacking the columns of M. The tensor product of 7, and a matrix M €
RP*P is defined by

0 M 0 0

Li@M:=| 1 . . . o |eRPm
0 .M 0
0 0 ... 0 M

Consider the uncertainty set which is described by a matrix norm constraint and
polyhedral constraints, i.e.,

U=(AQ + A A e RCHD A = Allp<p, w) veeA <p/ j=1,....1},
5.1

where A© = (A© ) ¢ RF*" x R = RF*(1+D s the data of a given model,
examined in this Section (see Sects. 5.1, 5.2), and || M || ¢ is the Frobenius norm defined
by [[M||F = /Tr(MT M). In the special case when [ = 2, w?> = —w' and B! =
— B2 = 1, this uncertainty set reduces to an intersection of two ellipsoids which was
examined in [4].
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We say (x, A) € R" x R is robust feasible for the quadratic constraint of the form
|[Ax — a||> < A with respect to the uncertainty set Z{ whenever max 4 gyeud ||1Ax —
a||> < A. This form of quadratic constraint arises in a robust least squares models as
well as a second order cone programming models.

We now show that checking robust feasibility is equivalent to solving a SDP, under
suitable conditions.

Lemma 5.1 (SDP reformulation of robust feasibility) Let (x, 1) € R" x R and U
be given as in (5.1). Suppose that k > s + 1, where k is the number of rows in
the matrix data of U and s = dimspan{w', ..., w'}, and that {A : |A — A|lp <
0, (w-/)TvecA < ,B-/,j = 1,...,1} # @.. Then, (x, )) is robust feasible for the

quadratic constraint |Ax — a||> < A with respect to the uncertainty set U if and only
if there exist A0, .. Al > 0 such that

Iy I ®x AOx — q©
(k@57 ALty , -0 + % Z]j:l A w/ =0,
(AOx —aO)T (2% + §_ Awl) A=20 — 1bIP) = ), /B0

where ¥ = (x7, —1)T e R"™!, b = vec(A) and y = p? — Tr(A' A).
Proof Let A = (AA, Aa) € R x RF = R0 +D For x € R”, denote ¥ =
X, = € . From the definition of {4/, we note that max 4 o)/ [|Ax —a||” <
T, —DT e R E he definition of U h (Aayeu II1A 12 <x
if and only if
IA=AlE < 0% )veeA < g/ j=1,....1 = [AQx —a® + Ax|> <2,

which is equivalent to the following implication

Tr(ATA — ZKTA +ZT® < ,02, (wj)TvecA < ,Bj, j=1...,1
= Tr(AZ T AT +2(A0x —aD)FT A+ (AQx—a @) (ADx —a)T) -1 <.

Note that, for matrix A, C € RP*S and B € RP*P,
Tr(ATBA) = vec(A)T (I; @ B)vec(A) and Tr(AT C) = vec(A)T vec(C). (5.2)

Let u = vec(A) € RK+D_ Then, using the identities in (5.2), we see that
max4 o) |1AX — a |2 < Aif and only if the following implication holds

lu—=bl> <y, wHTu<pl/, j=1,....0 = u"Qu+aTu+ @ +1) >0
where Q = —(Iy @ ¥i1), ¢ = —vecRF(AOVx — aNT) r = —Tr(AOx —

aM(AOx —aOHTy b = vec(A) and y = p* — Tr(A' A). As O = —(I; ® #i7),
and so, dimKer(Q — Anin(Q) Ik(nt+1)) = k = s + 1.
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!
dimKer(Q — Amin(Q) lk(n+1)) + dim [ (1) (w/)*
j=1
>+ D+ G(kn+1)—s)=k(n+1)+1,

where k(n + 1) is the dimension of the given matrix data. Since I/ has a non-
empty interior, by the extended version of S-lemma (Corollary 4.3), we see that
max4 qyeu ||1Ax — a||> < A if and only if there exist A%, A1, ..., Al > 0 such that for
all u € Rk D)

1
W' Qu+q u+r+1)+ 2 =bIP =)+ D W () 'u—p)H =0
j=1

which is equivalent to

0 + ALy g =22+ 3" () 0. (53)
%(q—2A0b+Z’J.=l/\fwf)T r+A—A°(y—||b||2)—zfizleﬁ/ -

We now apply the method of Schur complement that, for M; € S", i = 1,2, 3 with

My My
Ml >0, (MZT Ms

matrix inequalities. To see this, note that

) >0 M3 — M2TM1_1M2 > 0, to reformulate (5.3) into linear

0=— (1k®i)zT) - LD LT
g = —vec (2;2 (A<°>x - a<°>)T) = 2 ®F) (A‘% - a<0>)

- _ O, _ 0 0, _ 0)" — _NA©®, _ 02
r=-Tr{{AYx —a AVx —a |A™Y x —a™ ||,

andlet My =1, Mo = (I @ %, AQx — @) and

Wl —1% 4 3 37 Mw

Mz = .oNT .
(=20 + 3 3 wi) A =20 (y = IbI?) = X5, 4B

Then, max 4 qgyeys [|Ax—all 2 < )is equivalent to the following linear matrix inequality

problem: there exist AO, e, Al > 0 such that
Iy Iy ® X AOx — 4@
(I ® JZ)T )\Olk(nJrl) -9 + % lezl M w/ > 0.

(AOx —aO)T (2% + 3 3 w2 =200 = 1bI») = Xy W B
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Remark 5.1 (Key to SDP reformulation) The key to the SDP reformulation in Lemma
5.1 is that the robust feasibility of a given point can be equivalently rewritten as a
quadratic optimization problem where the Hessian of the objective function is — [ ®
%xT (which has at least multiplicity k for each of its eigenvalues). So, the assumption
that k > s + 1 guarantees our dimension condition. This enables us to convert the
robust problem into a SDP using our S-lemma. This technique has been exploited and
used in robust optimization recently, see [3,4].

5.1 Robust least squares

Consider the least squares problem (LSP) under data uncertainty (see [13])

(LSP) min |Ax — al?
xeR”?

where the data (A, @) € R¥*" x R¥ is uncertain and it belongs to the matrix uncertainty
set . The robust counterpart of the uncertain least squares problem can be stated as
follows:

(RLSP) min max | Ax —a?,
xeR” (A,a)eld

which seeks a solution x € R” that minimizes the worst case data error with respect
to all possible values of (A, a) € U.

The tractability of the robust problem (RSLP) strongly relies on the choice of the
uncertainty set{. For example, if the uncertainty setl/ is described by a single ellipsoid
then (RSLP) can be reformulated as a semidefinite programming problem, and so, is
tractable (see El Ghaoui and Lebretis [13]). Also, if I/ is given by an intersection of
two ellipsoids, (RSLP) can be reformulated as a semidefinite programming problem
under suitable regularity conditions (see [3]). However, if the uncertainty set U is
given by an intersection of finitely many, but more than two, ellipsoids, then (RSLP)
is generally not tractable (see [7]).

Here, we provide a new tractable case where the uncertainty is I/ is given by (5.1).

Theorem 5.1 (SDP characterization of (RSLP) solution) Let x € R”". For problem
(RSLP) withU defined as in (5.1), assume that k > s+ 1, where k is the number of rows

in the matrix data ofl/_{ and s = dim span{wl, . wl), and that {A : |A — Al <
p, (wHTvecA < B/, j = 1,...,1} # @.. Then x solves (RLSP) if and only if
e, A0 0 ) € R x R x Ry x -+ x Ry solves the following linear semi-

definite programming problem:

min
(x,A)eR" xR, A9,...,Al>0
I L ®F AOx — 4O
xi1r:| LoD’ A(’Ikml“) o %+ 33 Mwi |0
(AQx —aONT (=20 + 3 37 _ 2w =200 — bI?) = 35 A/ B/
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for some A € Rand A%, ..., A >0, where ¥ = (xT, —1)T e R*™*!, b = vec(A) and
y =p%— Tr(ZTK).

Proof Note that x is a solution of minycrr max(4 q)eys [|1AX — al||? if and only if
there exists A € R such that (x, A) solves min, j)ecrrxR{A @ Max(4 g)ers |Ax —

all*> < A}. Then, by Lemma 5.1, we see that x € R” solves (RLSP) if and only if

(x, A, 20, )J) € R" x R x Ry x --- x Ry solves the following linear semi-
definite programming problem:

min

(x,1)€R" xR, A0,...,A/>0
Iy L ®% AOx —q©®
x a: -5 A L ur ) 0+ 313w >0

(AOx —aT (2% + 3 37 Mw)T a=20 —1b1>) = X A

forsome A € Rand 0,..., Al > 0. O

Consider the special case of the uncertainty set, I/, in (5.1) where | = 1, A =
0, w! =0and ﬂl = 1. In this case, the U/ reduces to the matrix norm uncertainty set
of the form

U={AD £ A: A c ROFD Y A|E < pl, (5.4)

and the tractability of robust least squares problem (RLSP) was established in E1 Ghoui
and Lebret [13]. In the following Corollary we derive an SDP characterization of
(RLSP) for the uncertainty set (5.4).

Corollary 5.1 (Matrix norm uncertainty) Let x € R"™. For problem (RSLP) with
U defined as in (5.4), assume that p > 0. Then x solves (RLSP) if and only if
(x, 1,29 41 € R x R x Ry x Ry solves the following linear semi-definite pro-
gramming problem:

min
(x,0)eRr xR, A0, 11>0
I L% AOx—qO
X AA: BT WL 0 >0

(AOx — gOnHT 0 A —2a0p2 — 1l

for some ) € R and 200 >0, where ¥ = (xT, —1)T e R

Proof Letl =1, A =0, w! = 0and ' = 1. Then, s = dimspan{w'} = 0, and
so, k > 1 = s + 1. Moreover, as p > 0, the strict feasibility condition is satisfied for
A = 0. Thus, the conclusion follows by the preceding theorem. O

Consider the special case of the uncertainty set, U/, in (5.1), where [ = 2, A =
0, w?=—w'and ﬂl = —52 = 1. In this case, U/ simplifies to case of an intersection
of two ellipsoids of the form

U={AD +A: A e R AIF <p, =1 < @ vecA < 1}
={AD + A: A e RXOFD Tr(ATA) < 02, Ti(ATBA) <1},  (5.5)
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where B = (w!)(w")”. In this case, an SDP characterization of robust solution was
established in Beck and Eldar [3]. In this case we obtain the following corollary.

Corollary 5.2 (Intersection of two ellipsoids uncertainty) Let x € R". For problem
(RSLP) with U defined as in (5.5), assume that k > 2, where k is the number of
rows in the matrix data of U, and that p > 0. Then x solves (RLSP) if and only if
(x, A, 200AL kz) € R" x R x Ry x Ry solves the following linear semi-definite
programming problem:

min

(x,0)eR"xR,A0,....Al>0
Iy I ®x AOyx — 4O
. T 0 Logl, 1 5201
X QA Iy ® X) A k(1) (A w ATw?) >0y,

(A(O)X _ a(O))T %()\lwl _ )\Zwl)T A — )xO,OZ _ ()\l _ )"2)

for some ) € R and 20002 > 0, where X = T, DT e R+

Proof Let | = 2.A = 0, w? = —w! and ,31 = —/32 = 1. Then, s =
dimspan{wl, wz} < l,andso,k > 2 > s+ 1. Moreover, as p > 0, the strict feasibility
condition is satisfied for A = 0. Thus, the conclusion follows from Theorem 5.1. O

Remark 5.2 (Tractability of (RLSP)) It follows easily from Theorem 5.1 that finding
a solution of the robust least squares with the uncertainty set given by an intersection
of a norm constraint and a polyhedral constraint is equivalent to solving a linear semi-
definite programming problem. Note that a linear semi-definite programming problem
can be solved in polynomial time and s = dimspan{wl, R wl} <l(andso,k > [+1
implies that k > s 4 1). So, a solution of this robust least squares can be validated in
polynomial time whenever k > [ + 1 where k is the number of rows in the matrix data
A and [ is the number of the linear inequalities that defines the uncertainty set.

5.2 Robust second order cone programming problems

Consider the linear second-order cone programs (SOCP) (cf. [1]) under constraint data
uncertainty

(SOCP) min a”x
xeR”
s.t. |Bix —bi|| <d;,i=1,...,m,

where the data B; = (B;, b;) € Rki*" x Rk = Rkix(+D j =1 . m, isuncertain
and it belongs to the matrix uncertainty set{;. The robust counterpart of the uncertain
second-order cone problem can be stated as follows:

(RSOCP) min a”x
xelRn

s.t. ||Bix —bi|| <d;, Y(B;,bj)) elU;, i =1,...,m.

Note that, although the (RSOCP) is, in general, not tractable [7] when 4; is given by
an intersection of finitely ellipsoids, recently, Beck [4] has identified an interesting
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tractable subclass where Uf; is described by at most £ many homogeneous quadratic
inequalities under a suitable regularity condition.

Here, we examine (RSOCP) in the case where the uncertainty set is given by an
intersection of a matrix norm constraint and polyhedral constraints, i.e.,

U = {B,-(O) + A A € RFXOTD YA — Al g < i, (wij)TVP«CAi

<Bli=1.0), (5.6)

with B := (B, b”) € Rk*" x Rk = RE*("+D) and || M||f is the Frobenius
norm defined by | M| r = +/Tr(MT M). We denote s; = dim Span{wil, R wf}, i=
1,...,m.

We note that our model differs from the model considered in [4] because a poly-

hedral set in RTDx@+D cannot, in general, be described as the finite intersection of
sets of the form {A € R+Dx+D o, AT 2. < ,ojz} in general.

Theorem 5.2 (SDP characterization of (RSOCP) solution) For problem (RSOCP)
with U; defined as in (5.6). Ass_ume that, for eqchi =1,....,m, ki >s; +1, and that

(A; 2 A — AillF < pi, (wi])TvecA,- < /3i],j =1,...,1;} # 0. A point x € R"

solves (RSOCP) if and only if (x, A1, ..., Am) € R* x RZJFH X ...X RZJF”’H solves the
following linear semi-definite programming problem:

min

A0, Al >0, xeR?
I, I ®% B”x — b
x1a'x: (I, ® HT I sy 29 + % Zl;:l A w! =0¢,
0 0, 7 I i _ = / P
BOx =T (=20 + 3 X Mw)T = 20@; — bl - X, 2B
I Li+1 . ~
for some \; = (A?,A},...,Ai’) € Rff yi=1,....,m where ¥ = (T, =D7T ¢

R"! and b; = vec(A;) and y; = p?.
Proof Note that a point x is robust feasible if, foralli = 1, ..., m,

max || Bix — b | < d?.
(Bi,bi) e U;

So, Lemma 5.1 implies that the robust feasibility of x can be equivalently rewritten
as the following linear matrix inequality problem: for all i = 1, ..., m, there exist

A?, e )»é" > () such that

I, I, ®% BVx —p”
~ _ i o
Iy ®5)7" 2 I ey Wi + 3 X M w] > 0.
0 0 - I i - = I .
B x = b7 (=25 + 5 30 A w)T d? =20 — b)) - X B
Thus, the conclusion follows. O
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Consider the special case of the uncertainty set (5.6), where [; = 1, A =0, wil =0
and :3,'1 =1,i=1,...,m. Inthis case U; reduces to the matrix norm uncertainty set
of the form

U = {AD 4 A; - A; € REXOHED A2 < p). (5.7)

An SDP characterization of robust solution of second-order cone programming prob-
lem was established in [7].

Corollary 5.3 (Matrix norm uncertainty) Let x € R". For problem (RSOCP) with
U defined as in (5.7), assume that p > 0. Then x solves (RSOCP) if and only if
(x, A, A?, A}) € R" x R x Ry x Ry solves the following linear semi-definite pro-
gramming problem:

min

(x,))eR"xR,22,1} >0
Iy I ®% A0, _ 40
<Al oD A ey 0 >0t
(AOx —aT 0 =302 -2
L i

for some A € R and X?, )»ﬁ > 0, where x = (xT, DT e R+

Proof Letl; = 1, A = 0, w! = 0and B! = 1,i = 1,...,m. Then, 5; =
dimspan{wil} = 0, and so, k;, > 1 > s; + 1. Moreover, as p > 0, the strict fea-
sibility condition is satisfied for A = 0. Thus, the conclusion follows from Theorem

5.2. O

Consider another special case of the uncertainty set (5.6), where k; = k — 1, A=
0,8 =g =tlandw! = —w™ ' =wl 1=1,... )2, i=1,...,m.In
this case, the uncertainty set I/; simplifies to the intersection of k£ many ellipsoids of
the form

U =(AD+A; 1Ay € RO A1 p < pr—1 < T vecA; < 1 1=1,...,k—1}
={(AV A A e RO (AT A < p2, Tr(ATCl A < 1,1=1,. . k—1),
(5.8)

where C! = (wl)(wl)T, I =1,...,k— 1. The following robust solution characteri-
zation in terms of SDP has been given in Beck [4].

Corollary 5.4 [4, Section 4.3] (Intersection of many ellipsoids uncertainty) Let x €
R". For problem (RSOCP) with U; defined as in (5.8), assume that p; > 0. A point
x € R" solves (RSOCP) if and only if (x, A1, ..., k) € R? x R 5.5 RE!
solves the following linear semi-definite programming problem:
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I, I, ® % BVx - p®
1 k—1 o k—1 il
.| oD W I ey 5 | 2oHw =2
x4qa' x: j=1 j=1 >0
LS T .T k=1 k=l
(BOx — T 3 Siadw =S| a2 =202 = >+ > !
j=1 j=1 j=1 j=1
forsome A; = (k?, )Ll-l, el )Liz(kfl)) € Rikil, i=1,....mwherei =T, -7 ¢
Rn+1
Proof Letk;i =k — 1, A; =0, wf = —wll.""k_l = w! and /31? = —,8il+k_l =1,1=
1,...,2k;, i =1,...,m. Then, s; = dimspan{w', ..., w>*D} < k — 1, and so,
ki = k > s; + 1. Moreover, as p; > 0, the strict feasibility condition is satisfied for
A = 0. Thus, the conclusion follows by the preceding theorem. O

6 Extensions and further research

In this section, we present how our approach extends to more general trust-region
problems that incorporate uniform convex quadratic inequalities. To examine this,
consider the system of quadratic functions, f(x) = x” Ax +a’x +y, go(x) = ||x —
xoll> —aand g;(x) = | Bx||>+bIx —B;, i = 1,...,m, where A € §"*", B € RI*"
with [ € N, a,xg,b; € R" and y,«a, ;i € R. In this case, we can consider the
following extended dimension condition

dim(Ker(A — Amin(A) 1) N Ker(B)) >s5 41, 6.1)

where s is the dimension of span{by, ..., by,}.

Clearly, if the matrix B is zero, then the above quadratic systems and the extended
dimension condition reduce to the quadratic systems and its associated dimension
condition, studied in Sects. 2—4. On the other hand, in the case when B has rank n,
our dimension condition (6.1) fails.

As we see in the following Proposition, the hidden convexity property of Sect. 2
follows for the above general quadratic system under the extended dimension condi-
tion.

Proposition 6.1 (Hidden convexity of General Quadratic Systems) Let f(x) =
xlAx +a’x +y, go(x) = lIx — x> — @ and gi(x) = |Bx||* + b/ x — ;. i =
l,....m, A e S B e R* withl € N, a,xy,b; € R" and y,a,Bi € R
Suppose that the extended dimension condition (6.1) is satisfied.

Then,

U(f, 80,815 -+ gm) = {(f(x), 0(x), g1(x), ..., gm(x)) : x € R"} + Ry F?

is a convex set.
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Proof As in the proof of Theorem 2.1, we can assume without loss of generality that
A is not positive semidfinite. Define & by h(x) = mingcpe{f(x) : [[x — xo||* <
a+r [Bx|?+blx < B+siii=1....mifx € D = {(rsi,....sm) :
Ix —xoll> < o+ 7, |IBx||?> + bl x < Bi + s; for some x € R"} and h(x) = +oo if
x ¢ D. Using the same line of arguments as in Theorem 2.1, we can easily verify that
U(f, go, &1, ---,8m) = epih. Moreover, h is convex if the minimization problem

min | £00) = Amn(A)llx = 301 ¢ I = xol® < @ + 7, 1Bl + b x < Bi + 51

xeR»

attains its minimum at some X € R” with ||X—xo||> = a+r and || Bx ||2~|—bl-T7 < Bi+s;.
Indeed, this optimization problem has a minimizer on the sphere. This follows from
the fact that there exists v € R”\{0} such that

ve ( N bf) NKer(A — Amin(A)1,) N Ker(B). (6.2)

i=1

Otherwise, (ﬂ;"zl bf-) N Ker(A — Amin(A)1I,) N Ker(B) = {0}. Then it follows
from our extended dimension condition, dim (Ker(A —Amin(A) )N Ker(B)) >s+1,
where s is the dimension of span{by, ..., by}, that

n+1=(s+1)+(n—s) < dimKer(A — Anin(A) I, NKer(B)) + dim ( N ”f)

i=1

= dim (Ker(A — Amin(A) 1) N Ker(B) + ﬂ bf)

i=1

m

+dim( () b N Ker(A — Amin(A) I, N Ker(B)))
i=l1

<n

= )

which is impossible.
So, the same line of arguments as in Theorem 2.1 gives the desired conclusion. O

Recently, in [3], the authors considered trust region problem with one additional
linear inequality constraint:

(Py)  min{x"Ax +a"x : |x —xol* < @, bf x < B1)

and showed that strong duality holds for (P;) whenever dim (Ker(A —Amin(A) 1) > 2.
Extending this, we consider the following quadratic optimizations with one additional
convex quadratic constraint

(GPy)  min{x" Ax +a”x : [|x — x> < o, || Bx|* +b]x < B1}.
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Following similar methods of proof of Sect. 3 and 4 and using the preceding proposi-
tion, we derive SDP relaxation and strong duality results for (G P;) under the following
dimension condition “dim (Ker(A — Amin(A)I,) NKer(B )) > 2”. However, it should
be noted that, this dimension condition fails to be satisfied when B has rank n (the
dimension of the underlying space). Indeed, in the case when B has rank n, an example
was provided in [30, Page 263 EX;] showing that the model (GP>) does not enjoy
exact SDP relaxation as well as strong duality in general.

Theorem 6.1 Forproblem (GP3), suppose thatdim(Ker(A—Amin(A)In)ﬁKer(B)) >
2. Then, (G Py) admits exact SDP relaxation. Moreover, suppose further that there
exists X such that |X — xo||?> < « and || BX||> + blT)T < Bi1. Then, strong duality holds
for problem (G P»), i.e.,

m]iél {xTAx +aTx:|x —xo||2 <a, ||Bx||2 —+—b1Tx < ﬂl}
xelR”

= max min {xTAx +alx 4 ro(|x —)co||2 —a) —i—)»1(||B)c||2 + blTx < ﬂl)}.
20,410 xeR"

Proof From Proposition 6.1 and the assumption dim (Ker(A —Amin (A)1,)NKer(B)) >
2, we see that U(f, go, g1) is convex where f(x) = xT Ax + a”x, go(x) = |lx —
)c0||2 —a and g1 (x) = ||B)c||2 + blTx — Bi. So, the first conclusion can be proved
following similar line of argument as in Theorem 3.1 while the second conclusion can
be proved following similar line argument as in Theorem 4.1 and Corollary 4.1. O

Remark 6.1 A careful examination of the proof of above theorem shows that the
conclusion of Theorem 6.1 continues to hold for the quadratic problem min{x” Ax +
alx : |Ix = xol®> < a, |Bx|* + bl.Tx < Bi,i = 1,...,1} under the condition
“dim (Ker(A — Amin(A)1,) N Ker(B)) > I 4 1”. For simplicity, we only considered

(G P») with two constraints.

In the special case of (G P2), where B is the zero matrix, the preceding theorem
reduces to [3, Theorem 3.6] (see Corollary 4.2).

The following example illustrates that Theorem 6.1 can be applied to some cases
where B is not a zero matrix.

Example 6.1 Consider the following quadratic minimization problem
(P) min —x% — x% — x% —2x1
stoxP+x3+x+x <1,

x12+x1 <0.

This quadratic problem can be written as (G P;) with f(x) = xT Ax + a”x with
A=—-Landa=(=2,0,0), go(x) = [lx — xo|* — & with xo = (=5,0,0), & =

Z»
100

and g1(x) = ||Bx||> + bl x — gy with B = [ 000 |, by = (1,0,0) and g1 = 0.
000
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One could verify that the strict feasibility condition is satisfied at X = (—%, 0,07
and

dim (Ker(A — Amin(A)1,) N Ker(B)) = 2.

Next, we show that strong duality and exact SDP relaxation hold. To see this, we
note that, for any feasible point x = (x1, x2, x3), we have —x% — x_% > x% +x;—1
and —1 < x; <0, and hence,

—x%—x%—x§—2x1 >—x1—1>-—1.

So, it can be easily seen that the optimal value of (P) is —1 and (0, 1, 0) is a global
minimizer. Let Ao = 1 and A; = 1. Then,

min{ f (x) 4 ogo(x) + A1g1(x)} = min{x} — 1} = —1 = min(P).

So, the inequalities max(D) < min(SDRP) < min(P) imply that the strong duality
and exact SDP relaxation hold.

Finally, we note that our approach and results in the present work suggest that
the exact SDP-relaxation and strong duality may extend to multi-variate polynomial
problems with a norm constraint and linear inequalities under an appropriate dimension
condition. Moreover, it would be interesting to examine further potential applications
of strong duality to robust optimization problems. These will be our future research
direction and will be examined in a forthcoming study.

7 Appendix: Technical results

For the sake of self-containment, in this Section, we provide known technical results
on hidden convexity of quadratic systems, S-lemma and tractable classes of robust
optimization.

7.1 Hidden convexity of quadratic systems

The basic and probably the most useful result on the joint-range convexity of homo-
geneous quadratic functions, known as Dine’s Theorem [11], states as follows:

Lemma 7.1 (Dine’s Theorem)[11]Let Ay, Ay € S™. Then, the set {(xT A1x, xT Ayx):
x € R"} is convex.

Dine’s theorem is known to fail for three homogeneous in general. Polyak [25]
established the following joint-range convexity result for three homogeneous quadratic
functions under a positive definite condition on the matrices involved.

Lemma 7.2 (Polyak’s Lemma [25, Theorem 2.1]) Letn > 2 andlet Ay, Ay, A3 € S™.
Suppose that there exist y1, y2, y3 € R such that y1 A1 + y2A2 + y3A3 > 0. Then the
set {(xT A1x, xT Ayx, xT Asx) : x € R"} is convex.
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7.2 S-lemma and approximate S-lemma

Using Dine’s Theorem, Yakubovich (cf [24]) obtained the following fundamental S-
lemma which has played a key role in many areas of control and optimization.

Lemma 7.3 (S-lemma [24]) Let Ay, A2 e s”, a1 ay € R" and ay, oy € R. Suppose
that there exists xo € R" such that x; T Apxo + a2 x0 + a2 < 0. Then the following
Statements are equivalent:

(i) xTAux+alx+a, <0=xTAx+alx+01>0;
() @Er>0)(Vx e RY(xTAjx + alTx +a) + AT Ax + asz +ap) > 0.

For ahomogeneous quadratic system with multiple convex quadratic constraints, Ben-
Tal et al. [7] derived the following approximate S-lemma which provides an estimate
between an associated quadratic optimization problem and its SDP relaxation.

Lemma 7.4 (Approximate S-lemma [7, Lemma A.6]) Let R, Hy, Hy, ..., Hg be
symmetric (p X p) matrices such that H; = 0,i = 1,..., K and 215:0 LiH; =0,
for some 1i > 0,i = 0,..., K. Consider the following quadratically constrained
quadratic problem

(QCQ) nelfﬁg;,{yTRy:yTHoys Ly'Hiy<1, i=1,...,K}
y

and the semidefinite optimization problem

.....

Then, max(QCQ) < min(SDP) < p? max(QCQ) where p = \/2 log(6 XK | rank Hy).

7.3 Tractable classes of robust optimization problems

The following tractable classes of robust optimization problems are known.
7.3.1 Robust least squares problems [3,13]

Consider the following robust least squares programming problem:

(RLSP) min max |Ax — a||2
xeR™ (A,a)eld

where U C RK*" x RF = RF*+D s an uncertainty set. Then, (RLSP) can be

equivalently rewritten as a semidefinite programming problem under the following

two cases:

(i) U is an ellipsoid (see [13]), i.e, U = {(AQ,aD) + A : A € Rkx(+D) A —
Allr < ph
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(i1) k > 2 and U is the intersection of two ellipsoids (see [3]), i.e,Ud = {(A(O), a®)+

A A e Rkx(tD) Tr(AB;A) < pJZ, j = 1,2} where B; € §"*" satisfying
y1B1 4+ y2 By > 0 for some y1, y» > 0.

7.3.2 Robust second-order cone programming problems [4,7]

Consider the following robust second order cone programming problem:

(RSOCP) min a’x
xeRn

st. |Bix —bi|| <d;, Y(B;,bj)) Uy, i=1,...,m,

where U; C Rkixn x Rk = Rkix(+D) ; — 1 . m, isan uncertainty set. Then,
(RSOCP) can be equivalently rewritten as a semidefinite programming problem under
the following two cases:

(i) U; is an ellipsoid (see [7]), i.e., U = {(B”, b¥) + A; - A; € RE*@HD 1A, —

Aillr < pil;

(i1) U; is the intersection of at most k many ellipsoids (see [4]), i.e, k; = k with

ke Nandt = {(B",b") + A : A € ROHD ;AT < p2, j =

1,...,k}, where C; € R@+Dx(+1) guch that there exist wj € R such that
k

Zj:l ,ujCjTCj > 0.
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