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Abstract Identifying clusters of similar objects in data plays a significant role in
a wide range of applications. As a model problem for clustering, we consider the
densest k-disjoint-clique problem, whose goal is to identify the collection of k disjoint
cliques of a given weighted complete graph maximizing the sum of the densities of the
complete subgraphs induced by these cliques. In this paper, we establish conditions
ensuring exact recovery of the densest k cliques of a given graph from the optimal
solution of a particular semidefinite program. In particular, the semidefinite relaxation
is exact for input graphs corresponding to data consisting of k large, distinct clusters
and a smaller number of outliers. This approach also yields a semidefinite relaxation
with similar recovery guarantees for the biclustering problem. Given a set of objects
and a set of features exhibited by these objects, biclustering seeks to simultaneously
group the objects and features according to their expression levels. This problem may
be posed as that of partitioning the nodes of a weighted bipartite complete graph such
that the sum of the densities of the resulting bipartite complete subgraphs is maximized.
As in our analysis of the densest k-disjoint-clique problem, we show that the correct
partition of the objects and features can be recovered from the optimal solution of a
semidefinite program in the case that the given data consists of several disjoint sets of
objects exhibiting similar features. Empirical evidence from numerical experiments
supporting these theoretical guarantees is also provided.
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1 Introduction

The goal of clustering is to partition a given data set into groups of similar objects,
called clusters. Clustering is a fundamental problem in statistics and machine learn-
ing and plays a significant role in a wide range of applications, including informa-
tion retrieval, pattern recognition, computational biology, and image processing. The
complexity of finding an optimal clustering depends significantly on the measure of
fitness of a proposed partition, but most interesting models for clustering are posed
as an intractable combinatorial problem. For this reason, heuristics are used to cluster
data in most practical applications. Unfortunately, although much empirical evidence
exists for the usefulness of these heuristics, few theoretical guarantees ensuring the
quality of the obtained partition are known, even for data containing well separated
clusters. For a recent survey of clustering techniques and heuristics, see Berkhin [7].
In this paper, we establish conditions ensuring that the optimal solution of a particular
convex optimization problem yields a correct clustering under certain assumptions on
the input data set.

Our approach to clustering is based on partitioning the similarity graph of a given
set of data. Given a data set S and measure of similarity between any two objects,
the similarity graph Gy is the weighted complete graph with nodes corresponding
to the objects in the data set and each edge ij having weight equal to the level of
similarity between objects i and j. For this representation of data, clustering the data
set S is equivalent to partitioning the nodes of G g into disjoint cliques such that edges
connecting any two nodes in the same clique have significantly higher weight than
those between different cliques. Therefore, a clustering of the data may be obtained by
identifying dense, in the sense of having large average edge weight, subgraphs of Gs.

We consider the densest k-partition problem as a model problem for clustering.
Given a weighted complete graph K = (V, E, W) and integer k € {1, ..., |V}, the
densest k-partition problem aims to identify the partition of V into k disjoint sets
such that the sum of the average edge weights of the complete subgraphs induced by
these cliques is maximized. Unfortunately, the densest k-partition problem is NP-hard,
since it contains the minimum sum of squared Euclidean distance problem, known to
be NP-hard [2], as a special case. In Sect. 2, we consider the related problem of finding
the set of k£ disjoint complete subgraphs maximizing the sum of their densities. We
model this problem as a quadratic program with combinatorial constraints and relax
to a semidefinite program using matrix lifting. This relaxation approach is similar to
that employed in several recent papers [19,35,43], although we consider a different
model problem for clustering and establish stronger recovery properties. We show that
the optimal solution of this semidefinite relaxation coincides with that of the original
combinatorial problem for certain program inputs. In particular, we show that the set
of input graphs for which the relaxation is exact includes the set of graphs with edge
weights concentrated on a particular collection of disjoint subgraphs, and provide a
general formula for the clique sizes and number of cliques that may be recovered.

In Sect. 3, we establish similar results for the biclustering problem. Given a set of
objects and features, biclustering, also known as co-clustering, aims to simultaneously
group the objects and features according to their expression levels. That is, we would
like to partition the objects and features into groups of objects and features, called
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biclusters, such that objects strongly exhibit features within their bicluster relative to
the features within the other biclusters. Hence, biclustering differs from clustering in
the sense that it does not aim to obtain groups of similar objects, but instead seeks
groups of objects similar with respect to a particular subset of features. Applications of
biclustering include identifying subsets of genes exhibiting similar expression patterns
across subsets of experimental conditions in analysis of gene expression data, grouping
documents by topics in document clustering, and grouping customers according to their
preferences in collaborative filtering and recommender systems. For an overview of
the biclustering problem, see Busygin et al. [11], Fan et al. [18].

As a model problem for biclustering, we consider the problem of partitioning a
bipartite graph into dense disjoint subgraphs. If the given bipartite graph has vertex
sets corresponding to sets of objects and features with edges indicating expression level
of each feature by each object, each dense subgraph will correspond to a bicluster of
objects strongly exhibiting the contained features. Given a weighted bipartite complete
graph K = (U, V), E, W) and integer k € {1, ..., min{|U|, |V|}}, we seek the set
of k disjoint bipartite complete subgraphs with sum of their densities maximized. We
establish that this problem may be relaxed as a semidefinite program and show that,
for certain program instances, the correct partition of K can be recovered from the
optimal solution of this relaxation. In particular, this relaxation is exact in the special
case that the edge weights of the input graph are concentrated on some set of disjoint
bipartite subgraphs. When the input graph arises from a given data set, the relaxation is
exact when the underlying data set consists of several disjoint sets strongly exhibiting
nonoverlapping sets of features.

Our results build upon those of recent papers regarding clusterability of data. These
papers generally contain results of the following form: if a data set is randomly sam-
pled from a distribution of “clusterable” data, then the correct partition of the data can
be obtained efficiently using some heuristic, such as the k-means algorithm or other
iterative partitioning heuristics [1,6,32,42], spectral clustering [5,27,31,40], or con-
vex optimization [3,26,30,33]. Recent papers by Kolar et al. [28], Rohe and Yu [41],
and Flynn and Perry [20] establish analogous recovery guarantees for biclustering;
the latter two of these papers appeared shortly after the initial preprint release of this
paper. Our results are of a similar form. If the underlying data set consists of several
sufficiently distinct clusters or biclusters, then the correct partition of the data can be
recovered from the optimal solution of our relaxations. We model this ideal case for
clustering using random edge weight matrices constructed so that weight is, in expec-
tation, concentrated heavily on the edges of a few disjoint subgraphs. We will establish
that this random model for clustered data contains those previously considered in the
literature and, in this sense, our results are a generalization of these earlier theoretical
guarantees.

More generally, our results follow in the spirit of, and borrow techniques from,
recent work regarding sparse optimization and, in particular, the nuclear norm relax-
ation for rank minimization. The goal of matrix rank minimization is to find a solution
of minimum rank of a given linear system, i.e., to find the optimal solution X* € R"*"
of the optimization problem min{rank X : A(X) = b} for given linear operator
A R™" — R? and vector b € R”. Although this problem is well-known to be NP-
hard, several recent papers ([4,12,13,24,34,36-38], among others) have established
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that, under certain assumptions on 4 and b, the minimum rank solution is equal to the
optimal solution of the convex relaxation obtained by replacing rank X with the sum of
the singular values of X, the nuclear norm || X ||. This relaxation may be thought of as
a matrix analogue of the £ norm relaxation for the cardinality minimization problem,
and these results generalize similar recovery guarantees for compressed sensing (see
[14-16]). For example, the nuclear norm relaxation is exact with high probability if
A is a random linear transform with matrix representation having i.i.d. Gaussian or
Bernoulli entries and b = A(X)) is the image of a sufficiently low rank matrix X
under .A. We prove analogous results for an instance of rank constrained optimization.
To identify the densest k complete subgraphs of a given graph, we seek a rank-k matrix
X maximizing some linear function of X, depending only on the edge weights W of the
input graph, subject to linear constraints. We will see that the optimal rank-k solution
is equal to that obtained by relaxing the rank constraint to the corresponding nuclear
norm constraint if the matrix W is randomly sampled from a probability distribution
satisfying certain assumptions.

2 A semidefinite relaxation of the densest k-disjoint-clique problem

Given a graph G = (V, E), a clique of G is a pairwise adjacent subset of V. That is,
C C Visacliqueof Gifij € E forevery pairofnodesi, j € C.LetKy = (V, E, W)
be a complete graph with vertex set V = {1, 2, ..., N} and nonnegative edge weights
Wij € [0,1] for all i, j € V. A k-disjoint-clique subgraph of Ky is a subgraph of
K n consisting of k disjoint complete subgraphs, i.e., the vertex sets of each of these
subgraphs is a clique. For any subgraph H of K, the density of H, denoted dy, is
the average edge weight incident at a vertex in H:

_ Wij
=2 \V(H)|

ijeE(H)

The densest k-disjoint-clique problem concerns choosing a k-disjoint-clique subgraph
of K such that the sum of the densities of the subgraphs induced by the cliques is
maximized. Given a k-disjoint-clique subgraph with vertex set composed of cliques
Cy, ..., Ck, the sum of the densities of the subgraphs induced by the cliques is equal to

V; Twy;

ZdG(C,) = Z , (2.1)

vl. Vi

where v; is the characteristic vector of C;. In the special case that Cq, . . ., Cy defines a
partitionof V and W;; = 1— [x® —x() |2 for a given set of N vectors {x1, ..., x(N)}
in R with maximum distance between any two points at most one, we have

G(c, - —x -
zd ) = Z |C | Z 2(1 (X(l) x¢ )) (X(l) X(j)))

lEC@ jecl
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k
=> {1cd =2 DX =D > x)x¥
=1 ieCy ieCy jeCy
k
=N -2 > 0 — VP2,
{=1ieCy
where ¢ = ZieCe x( /|Cy| is the center of the vectors assigned to C, for all

¢ =1,...,k, since Zlgzl |C¢] = N for this choice of W. Here, and in the rest

of the note, ||x|| = v'x7x denotes the £, norm in R”. For this choice of W, the densest
k-partition problem, i.e., finding a partition C, . . ., Cy of V such that the sum of den-
sities of the subgraphs induced by C1, ..., Ci is maximized, is equivalent to finding
the partition of V such that the sum of the squared Euclidean distances

k
FAXD L x e LG =)0 D Ik =) 2.2)

t=1ieCy

from each vector x¥) to its assigned cluster center is minimized. Unfortunately, min-
imizing f over all potential partitions of V is NP-hard and, thus, so is the densest
k-partition problem (see Peng and Wei [35]). It should be noted that the complexity of
the densest k-disjoint-clique subgraph problem is unknown, although the problem of
minimizing f over all k-disjoint-clique subgraphs has the trivial solution of assigning
exactly one point to each cluster and setting all other points to be outliers.

If we let X be the N x k matrix with ith column equal to v;/||v;||, we have
Zf-; 1decy =Tr (X TW X). We call such a matrix X a normalized k-partition matrix.
That is, X is a normalized k-partition matrix if the columns of X are the normalized
characteristic vectors of k disjoint subsets of V. We denote by npm(V, k) the set of
all normalized k-partition matrices of V. We should note that the term normalized
k-partition matrix is a slight misnomer; the columns of X € npm(V, k) do not neces-
sarily define a partition of V' into k disjoint sets but do define a partition of V into the
k + 1 disjoint sets given by the columns X (:, 1), ..., X(:, k) of X and their comple-
ment. Using this notation, the densest k-disjoint-clique problem may be formulated
as the quadratic program

max{Tr (X" WX) : X € npm(V, k)}. (2.3)

Unfortunately, quadratic programs with combinatorial constraints are NP-hard in gen-
eral.

The quadratic program (2.3) may be relaxed to a rank constrained semidefinite
program using matrix lifting. We replace each column x; of X with a rank-one semi-

definite variable x;x" to obtain the new decision variable X = Zf-‘zl x;x! . The new

variable X has both rank and trace exactly equal to k since the summands xixl.T are

orthogonal rank-one matrices, each with nonzero eigenvalue equal to 1. Moreover,
since [x;]; = 1//r; forall j € C; and all remaining components equal to O where r;
is equal to the number of nonzero entries of x;, we have
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k k
Xe = in(xiTe) = Zﬁxi.
i=1

i=1

Thus, the matrix X has row sum equal to one for each vertex in the subgraph of Ky
defined by the columns of X and zero otherwise. Therefore, we may relax (2.3) as the
rank constrained semidefinite program

max {Tr (WX): Xe <e,rank X =k, TrX =k, X >0, X e 2V}  (24)

Here Zf_’ denotes the cone of N x N symmetric positive semidefinite matrices and
e denotes the all-ones vector in RY. The nonconvex program (2.4) may be relaxed
further to a semidefinite program by ignoring the nonconvex constraint rank (X) = k:

max {Tr (WX) : Xe<e,TrX =k, X >0,X € Ef} (2.5)
Note that a k-disjoint-clique subgraph with vertex set composed of disjoint cliques

Ci, ..., Ci defines a feasible solution of (2.5) with rank exactly equal to k£ and objec-
tive value equal to (2.1) by

k T

ViV
X* = L, (2.6)

2T
where v; is the characteristic vector of C; foralli = 1, ..., k. This feasible solution is
exactly the lifted solution corresponding to the cliques {Cy, ..., Cx}. This relaxation

approach mirrors that for the planted k-disjoint-clique problem considered in Ames
and Vavasis [3]. In Ames and Vavasis [3], entrywise nonnegativity constraints can be
ignored for the sake of computational efficiency due to explicit constraints forcing
all entries of a feasible solution corresponding to unadjacent nodes to be equal to O.
Due to the lack of such constraints in (2.5), the nonnegativity constraints are required
to ensure that the optimal solution of (2.5) is unique if the input data is sufficiently
clusterable. Indeed, suppose that

ee! 0
W_( 0 eeT)’

where e is the all-ones vector in R”. Then both

1(eel 0 ond 1( ee” —ee”

n\ 0 eel n\ —eel eel
are positive semidefinite, have trace equal to 2, row sums bounded above by 1, and have
objective value equal to 2n. Therefore, the nonnegativity constraints are necessary to

distinguish between these two solutions. We should also point out that the constraints
of (2.5) are similar to those of the semidefinite relaxation used to approximate the
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minimum sum of squared Euclidean distance partition by Peng and Wei [35], although
with different derivation.

The relaxation (2.5) may be thought of as a nuclear norm relaxation of (2.4).
Indeed, since the eigenvalues and singular values of a positive semidefinite matrix

are identical, every feasible solution X satisfies Tr (X) = ZIN=1 g (X) = [|X||«.
Moreover, since every feasible solution X is symmetric and has row sums at most 1,
we have || X||; = || X|lco < 1 for every feasible X. Here || - |1, || - ||, and || - ||co denote

the matrix norms on RV *Y induced by the £1, €5, and £+, norms on RY respectively.
This implies that every feasible X satisfies | X|| < 1 since || X| < V/IXT1 11X
(see [23, Corollary 2.3.2]). Since || X || is the convex envelope of rank (X) on the set
{X : | X|| < 1} (see, for example, [37, Theorem 2.2]), the semidefinite program (2.5)
is exactly the relaxation of (2.4) obtained by ignoring the rank constraint and only
constraining the nuclear norm of a feasible solution. Many recent results have shown
that the minimum rank solution of a set of linear equations 4(X) = b is equal to the
minimum nuclear norm solution, under certain assumption on the linear operator 4.
We would like to prove analogous results for the relaxation (2.5). That is, we would
like to identify conditions on the input graph that guarantee recovery of the densest
k-disjoint-clique subgraph by solving (2.5).

Ideally, a clustering heuristic should be able to correctly identify the clusters in
data that is known a priori to be clusterable. In our graph theoretic model, this case
corresponds to a graph Gs = (V, E, W) admitting a k-disjoint-clique subgraph with
very high weights on edges connecting nodes within the cliques and relatively low
weights on edges between different cliques. We focus our attention on input instances
for the densest k-disjoint-clique problem that are constructed to possess this structure.
Let K* be a k-disjoint-clique subgraph of Ky with vertex set composed of disjoint
cliques Cy, Ca, ..., Cr. We consider random symmetric matrices W & >V with
entries sampled independently from one of two distributions €21, 2, as follows:

e Foreachqg =1, ..., k, the entries of each diagonal block W, ¢, are independently
sampled from a probability distribution 2 satisfying E[W;;] = E[W;;] = « and
Wij € [0, 1] forall i, j € Cy.

e All remaining entries of W are independently sampled from a probability distri-
bution 2, satisfying E[W;;] = E[W;;] = B and W;; € [0, 1] for all (i, j) €
(V X VI\US_| (Cq x Cy).

That is, we sample the random variable W;; from the probability distribution €21 with
mean « if the nodes 7, j are in the same planted clique; otherwise, we sample W;; from
the distribution 2, with mean . We say that such random matrices W are sampled from
the planted cluster model. We should note the planted cluster model is a generalization
of the planted k-disjoint-clique subgraph model considered in Ames and Vavasis [3],
as well as the stochastic block/probabilistic cluster model considered in Jalali et al.
[26], Oymak and Hassibi [33], Rohe et al. [40]. Indeed, the stochastic block model
is generated by independently adding edges within planted dense subgraphs with
probability p and independently adding edges between cliques with probability g for
some p > ¢q. The planted k-disjoint-clique subgraph model is simply the stochastic
block model in the special case that p = 1. Therefore, choosing €2; and €2, to be
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Bernoulli distributions with probabilities of success p and g, respectively, yields W
sampled from the stochastic block model.

The following theorem describes which partitions {Cy, Ca, ..., Cx4+1} of V yield
random symmetric matrices W drawn from the planted cluster model such that the
corresponding planted k-disjoint-clique subgraph K is the densest k-disjoint-clique
subgraph and can be found with high probability by solving (2.5).

Theorem 2.1 Suppose that the vertex sets C1, . .., Cy define a k-disjoint-clique sub-
graph K* of the complete graph Ky = (V, E) on N vertices and let Cyy1 =
V\(U{FZIC,-). Letr; :== |Ci|foralli = 1,...,k+ 1, and let F = min;—;__jr;. Let
W e VN be a random symmetric matrix sampled from the planted cluster model
according to distributions 21 and Q2 with means o and B, respectively, satisfying

y =y, B,r)=a(l+3d,)—28>0, 2.7

where §; j is the Kronecker delta function defined by §; j = 1ifi = j and 0 otherwise.
Let X* be the feasible solution for (2.5) corresponding to Cy, ..., Cy defined by (2.6).
Then there exist scalars cy, c2, c3 > 0 such that if

VN + o kg1 + caree1 < vF (2.8)

then X* is the unique optimal solution for (2.5), and K* is the unique maximum
density k-disjoint-clique subgraph of K y corresponding to W with probability tending
exponentially to 1 as ¥ — o0.

Note that the condition (2.7) implies that > B if ryy; = 0 and ¢ > 28 otherwise.
That is, if {Cy, ..., Ci} defines a partition of V then the restriction that « > 28 can
be relaxed to > B. On the other hand, the condition (2.8) cannot be satisfied unless
N = O(7%) and re+1 = O(7). We now provide a few examples of r, . . ., ry satisfying
the hypothesis of Theorem 2.1.

e Suppose that we have k cliques Cy, ..., Cr of sizer; =ry = --- = rp = N€. Then
(2.8) implies that we may recover the k-disjoint-clique subgraph corresponding to
Ci,...,Crif N¢ > Q(N1/2). Since the cliques Cy, . .., C are disjoint and contain

Q(N) nodes, we must have € > 1/2. Therefore, our heuristic may recover O (N 1/ 2)
planted cliques of size N'!/2.

e On the other hand, we may have cliques of different sizes. For example, suppose
that we wish to recover k; cliques of size N3/% and k, smaller cliques of size N''/2.
Then the right-hand side of (2.8) must be at least Q@ (v/N +/(k1 + k2)rs1 +7i41)-
Therefore, we may recover the planted cliques provided that k; = O(N /%), ky =
O(N'2), and ri 1 = O(N'/?).

Although we consider a more general model for clustered data, our recovery guar-
antee agrees (up to constants) with those existing in the literature. In particular, the
bound on the minimum size of the planted clique recoverable by the relaxation (2.5),
7 = Q(N'/?), provided by Theorem 2.1 matches that given in Jalali et al. [26], Oymak
and Hassibi [33]. However, among the existing recovery guarantees in the literature,
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few consider noise in the form of diversionary nodes. As a consequence of our more
general model, the relaxation (2.5) is exact for input graphs containing up to O (r)
noise nodes, fewer than the bound, 0(?2), provided by [3, Theorem 4.5].

3 A semidefinite relaxation of the densest k-disjoint-biclique problem

Given a bipartite graph G = ((U, V), E), a pair of disjoint independent subsets
U C U, V' C Visa biclique of G if the subgraph of G induced by (U’, V') is
complete bipartite. Thatis, (U’, V') is abiclique of G ifuv € E forallu € U',v € V'.
A k-disjoint-biclique subgraph of G is a subgraph of G with vertex set composed
of k disjoint bicliques of G. Let Ky v = (U, V), E, W) be a weighted complete
bipartite graph with vertex sets U = {1,2,..., M}, V = {1, ..., N} with matrix of
edge weights W € [0, 11Y*V. We are interested in identifying the densest k-disjoint-
biclique subgraph of K, y with respect to W. We define the density of a subgraph
H = (U', V', E') of K) y to be the total edge weight incident at each vertex divided
by the square root of the number of edges from U’ to V':

1
] uel’ ,veV’

Note that the density of H, as defined by (3.1), is not necessarily equal to the average
edge weight incident at a vertex of H, since the square root of the number of edges is
not equal to the total number of vertices if |[U’| # |V’| or H is not complete. The goal
of the densest k-disjoint-biclique problem is to identify a set of k disjoint bicliques of
Ky~ such that the sum of the densities of the complete subgraphs induced by these
bicliques is maximized. That is, we want to find a set of k disjoint bicliques, with
characteristic vectors (uy, vi), ..., (U, Vx), maximizing the sum

k u/ Wy;
> L (3.2)
o vl

i=1

As in our analysis of the densest k-disjoint-clique problem, this problem may be
posed as the nonconvex quadratic program

max{Tr (XTWY) : X enpm(U), Y € npm(V)}. 3.3)

By letting Z = xT, y"HT'(xT, vT), we have Tr (XTWY) = e (WZ), where

~ 0w
= (e o )

Using this change of variables, we relax to the rank constrained semidefinite
program
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1 -
max zTr W2)

S.t. ZU,Ue <e, Zv’ve <e,
Tr (Zyy) =k, Tr(Zyy) =k, (G4
rank (Zy y) =k, rank (Zyy) =k,
z>0, zezitV

where Zy yy and Zy v are the blocks of Z with rows and columns indexed by U
and V respectively. Ignoring the nonconvex rank constraints yields the semidefinite
relaxation

1 .

max ETr(WZ)

st. Zyye<e, Zyye<=e, (3.5)
Tr (Zyv) =k, Tr(Zyy) =k,
Z>0, ZexitN

As in our analysis of the densest k-disjoint-clique problem, we would like to identify
sets of program instances of the k-disjoint-biclique problem that may be solved using
the semidefinite relaxation (3.5). As before, we consider input graphs where it is known
apriori that a k-disjoint-biclique subgraph with large edge weights, relative to the edges
of its complement, exists. We consider random program instances generated as follows.
Let G* be a k-disjoint-biclique subgraph of K,y with vertex set composed of the
disjoint bicliques (U, V1), ..., (Uk, Vi). We construct a random matrix W € RfXN
with entries sampled independently from one of two distributions €21, £2; as follows.

e Ifu e Uj,v € V;forsomei € {1, ..., k}, then we sample W,,,, from the distribution
1, with mean «. If u and v are in different bicliques of K*, then we sample W,
according to the probability distribution €2, with mean 8 < «.

e The probability distributions €21, €2, are chosen such that u € U,v € V,0 <
Wuv S 1

We say that such W are sampled from the planted bicluster model. Note that G* defines
a feasible solution for (3.5) by

‘ T
* w; /a1 wi /[l
- _E(Vz‘/HViII)(Vi/IIviH) : (3.6)

where u;, v; are the characteristic vectors of U; and V;, respectively, for all i =
1,...,k. Moreover, Z* has objective value equal to (3.2). The following theorem
describes which partitions {Uy, ..., Uy} and {V1, ..., Vi} of U and V yield random
matrices W drawn from the planted bicluster model such that Z* is the unique optimal
solution of the semidefinite relaxation (3.5) and G* is the unique densest k-disjoint-
biclique subgraph.

Theorem 3.1 Suppose that the vertex sets (U1, V1), ..., (Ux, Vi) define a k-disjoint-
bicliqgue subgraph K* of the complete bipartite graph Ky vy = (U, V), E). Let
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Uig1 := U\(U_ Up) and Viyy i= V\(UE_ V). Let m; = |U;| and n; = |V;| for all
i=1,....,k+ 1 and i := minj— __xn;. Let Z* be the feasible solution for (3.5)
corresponding to K* given by (3.6). Let W € RfXN be a random matrix sampled
from the planted bicluster model according to distributions 21 and 2, with means

o, B satisfying
y =y, B,m,n) = a(l +80,my 00m,,) — 28 > 0. (3.7

Suppose that there exist scalars {11, ..., Tk+1} such that m; = tizni foralli e
{1,....,k+ 1} and

at; > BT (3.8)
foralli, j € {1,...,k+ 1}. Then there exist scalars c1, cy > 0 depending only on
o, B, and {11, ..., Tkt+1} such that if

Cl (x/z—i- NI 1) VN + Brisingsr < cayi (3.9)

then Z* is the unique optimal solution of (3.5) and G* is the unique maximum density
k-disjoint-biclique subgraph with respect to W with probability tending exponentially
to 1 as i tends to oo.

For example, Theorem 3.1 implies that O (N'/3) bicliques of size m = n = N?/3
can be recovered from a graph sampled from the planted bicluster model with up to
O(N'/3) diversionary nodes by solving (3.5).

4 Proof of Theorem 2.1

This section comprises a proof of Theorem 2.1. The proof of Theorem 3.1 is essen-
tially identical to that of Theorem 2.1, although with some modifications made to
accommodate the different relaxation and lack of symmetry of the weight matrix W;
an outline of the proof of Theorem 3.1 is given in Sect. 5.

4.1 Optimality conditions
We begin with the following sufficient condition for the optimality of a feasible solution
of (2.5).

Theorem 4.1 Let X be feasible for (2.5) and suppose that there exist some p € R,
reRY, neRY*N and S € £Y such that

—W+rel +erl —p+pul=S 4.1
A Xe—e) =0 (4.2)

Tr(Xn) =0 4.3)

Tr (XS) = 0. 4.4)

Then X is optimal for (2.5).
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Note that X = (k/N — €)I + €ee” is a strictly feasible solution of (2.5) for suffi-
ciently small € > 0. Thus, Slater’s constraint qualification holds for (2.5). Therefore,
a feasible solution X is optimal for (2.5) if and only if it satisfies the Karush-Kuhn-
Tucker conditions. Theorem 4.1 provides the necessary specialization to (2.5) of these
necessary and sufficient conditions (see, for example, [10, Section 5.5.3] or [39, The-
orem 28.3]).

Let K* be a k-disjoint-clique subgraph of Ky with vertex set composed of the
disjoint cliques C1, ..., Cy of sizes ry, ..., ry and let X* be the corresponding feasible
solution of (2.5) defined by (2.6). Let C41 := V\(Uf.‘:1 Ci)andrg4 := N— Zle Ti.
Let 7 := min;j—;_x7;. Let W € XV be a random symmetric matrix sampled from
the planted cluster model according to €21 and €2, with means « and S. To show that
X* is optimal for (2.5), we will construct multipliers £ € R, A € Rﬁ , N € Rf xN s
and S € Zf satisfying (4.1), (4.2), (4.3), and (4.4). Note that the gradient Eq. (4.1)
provides an explicit formula for the multiplier S for any choice of multipliers u, A,
and .

The proof of Theorem 2.1 uses techniques similar to those used in Ames and Vavasis
[3]. Specifically, the proof of Theorem 2.1 relies on constructing multipliers satisfying
Theorem 4.1. The multipliers A and 1 will be constructed in blocks inherited from the
block structure of the proposed solution X*. Again, once the multipliers u, A, and n
are chosen, (4.1) provides an explicit formula for the multiplier S.

The dual variables must be chosen so that the complementary slackness condition
(4.4) is satisfied. The condition Tr (X*S) = 0 is satisfied if and only if X*S = 0,
since both X* and S are desired to be positive semidefinite (see [44, Proposition
1.19]). Therefore, the multipliers must be chosen so that the left-hand side of (4.1) is
orthogonal to the columns of X*. That is, we must choose the multipliers &, A, and n
such that S, as defined by (4.1), has nullspace containing the columns of X*. By the
special block structure of X™, this is equivalent to requiring Sy, ¢, to sum to 0 for all
qgefl,...,k}andv e V.

The gradient condition Eq. (4.1), coupled with the requirement that the columns
of X* reside in the nullspace of S, provides an explicit formula for the multiplier
. Moreover, the complementary slackness condition (4.3) implies that all diagonal
blocks NC,.Cpr 4 = 1,...,k, are equal to 0. To construct the remaining multipliers,
we parametrize the remaining blocks of S using the vectors y?-* and z7-* for all ¢ # s.
These vectors are chosen to be the solutions of the system of linear equations defined
by SX* = X*S = 0. As in Ames and Vavasis [3], we will show that this system is a
perturbation of a linear system with known solution and will use this known solution
to obtain estimates of y?* and z9-°.

Once the multipliers are chosen, we must establish dual feasibility to prove that
X* is optimal for (2.5). In particular, we must show that A and 5 are nonnegative
and § is positive semidefinite. To establish nonnegativity of A and 7, we will show
that these multipliers are strictly positive in expectation and close to their respective
means with extremely high probability. To establish that S is positive semidefinite, we
will show that the diagonal blocks of S dominate the off diagonal blocks with high
probability.
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4.2 Choice of the multipliers and a sufficient condition for uniqueness and optimality

We construct the multipliers A, 7n, and S in blocks indexed by the vertex sets
Ci, ..., Ckt1. The complementary slackness condition (4.4) implies that the columns
of X are in the nullspace of § since Tr (X§) = 0 if and only if XS = 0 for all posi-
tive semidefinite X, S. Since X éq’ c, is a multiple of the all-ones matrix ee’ for each

q = 1,...,k, and all other entries of X* are equal to 0, (4.4) implies that the block
ch,cx must have row and column sums equal to O forall ¢, s € {1, ..., k}. Moreover,
since all entries of Xéq,c,, are nonzero, 1c,.c, = Oforallg =1,..., k by (4.3).

To compute an explicit formula for A, note that the condition Sc, ¢, e = Ois satisfied
if

0= Sc,.c,e = e +rghc, + (1, 0)e — We, c 4.5)

forallg =1, ..., k. Rearranging (4.5) shows that A¢, is the solution to the system
(rgl + eeT)Acq = ch,cqe — ue 4.6)
forallg =1, ..., k. We will use the Sherman-Morrision-Woodbury formula (see, for

example, [23, Equation (2.1.4)]), stated in the following lemma, to obtain the desired
formula for A.

Lemma 4.1 Let A € X" be nonsingular andu, v € R" be such that 1 +vI A~u #
0. Then

A luv? A~]

A+vuvhyt=—pt -~ =
4+ ) 1+viA-lu

A.7)

Applying (4.7) with A = r, I, u = v = e shows that choosing

1 1 e’ We, c e
rc, = . (ch,cqe -3 (u + —r; : )e) (4.8)

ensures that Tr (ch,chéq’Cq) =0forallg =1,...,k.

We next construct 5. Fix g, s € {l,...,k 4 1} such that g # s. To ensure that
Sc,.c.e = 0and Sc, c,e = 0, we parametrize the entries of 1¢, ¢, using the vectors
y?¥ and z%°. In particular, we take

8 8
nec,.cs = M a—ﬁ J,.ﬂ Ol—ﬁ _ﬂ eeT+yq,SeT _i_e(zq,s)T'
” 2 rq 2 I
4.9)

Here §; j = 1 — 6;;, where §;; is the Kronecker delta function defined by §;; =
lif i = j and O otherwise. That is, we take nc,.c, to be the expected value of

Acqu +e)»gY — W, .c,» plus the parametrizing terms y7-* e’ and e(z9%)T. The vectors
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y?* and z7-* are chosen to be the solutions to the systems of linear equations imposed
by the requirement that X*S = SX* = 0. As we will see, this system of linear
equations is a perturbation of a linear system with known solution. Using the solution
of the perturbed system we obtain bounds on y?-* and z%-*, which are used to establish
that 7 is nonnegative and S is positive semidefinite.

Let

fic,.c, == hc,e’ +erl — W, ¢, (4.10)

Note that the symmetry of W implies that 7¢,,c, = ﬁgq c,- Letb =b?* € RCVCs
be defined by bc, := 7c,.c,e — Elnc,.c,]le and be, = 7¢, ¢, e — Elic,.c,le. We
choose y = y?-* and z = z%"* to be solutions of the system

rol +0eel (1 —0)ee” \(y) _
((l—e)eeT rql +0ee’ )\ z =b @1

for some scalar 6 > 0 to be defined later. The requirement that the row sums of Sc, ¢,
are equal to zero is equivalent to y and z satisfying the system of linear equations

5 b
0=—ry; —2z'e+r, (ki - qz’fﬂ (arg — M)) + ()»ae - %(ars - u))
q

— ([We,.c.eli —rsp) (4.12)

foralli € Cg. Similarly, the column sums of Sc, ¢, are equal to zero if and only if y
and z satisfy

8 s,
0=—ryz; — yTe +ry (A,- - ‘v2,1;+1 (org — M)) + ()que - q’;“ (ary — M))
s

— ([We,.c,eli —=r4B) (4.13)

for all i € Cy. Note that the system of equations defined by (4.12) and (4.13) is
equivalent to (4.11) in the special case that & = 0. However, when 6 = 0, the system of
equations in (4.11) is singular, with nullspace spanned by the vector (e; —e). When 6 is
nonzero, each row of the system (4.11) has an additional term of the form 6 (eTy—eTz).
However, any solution (y; z) of (4.11) for 6 > 0 is also a solution in the special case
that & = 0. Indeed, since (e; —e) is in the nullspace of the matrix

rel eel
eel 1yl
and bgqe = bae, taking the inner product of each side of (4.11) with (e; —e) yields
0(ry + rs)(eTy — eTz) = bgqe — bae =0.
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Therefore, the unique solution (y; z) of (4.11) also satisfies (4.12) and(4.13) for any
6 > 0 such that (4.11) is nonsingular. In particular, note that (4.11) is nonsingular
for & = 1. For this choice of 0, y and z are the unique solutions of the systems
(r¢l + ee’)y = by and (ry] + ee’)z = by, where by := b¢, and by := bc,.
Applying (4.7) with A =rsl,u=v=eand A =r,/,u = v = eyields

1 bTe 1 ble
y=— bl—ue and z= — bz—ge 4.14)
s rq + rg rq g +rg

respectively. Finally, we choose 1 = ey 7, where y = y (a, B, 1) = a(1 4 80,r,,,) —
28, and € > 0 is a scalar to be chosen later.
In summary, we choose the multipliers 1« € R, € RV, € RV*¥ as follows:

W= €yr (4.15)
1 1 e’ We, c e
“Aw _Z - —rd , ifgell,... k
)‘-Cq — Ty ( Cy.C4€ 2(“‘“‘ Ty )e) g { 1
0, ifg=k+1
(4.16)

[E[ﬁcq,cs] +yisel +e@ )T, ifqg,sefl,....k+1},g #s
ncy.cs =

0, otherwise
“4.17)

where € > 0 is a scalar to be defined later, 71¢, ¢, is defined as in (4.10), and y7-*, 2%
are givenby (4.14) forallg, s € {1, ..., k+1}suchthatg # s. We choose S according
to (4.1). Finally, we define the (k + 1) x (k 4 1) block matrix S in £V by

aee’ — W, c,. ifg=s, qg,s €{l,...,k}
,BeeT—WCq,CS, ifg#£s, g, s e{l,..., k)
pee’ — Wc, c, + (ic, —Elic, De’, ifs=k+1

pee’ — W, c, +e(hc,—Elic, DT, ifg=k+1.

Sc,.cy =

(4.18)

We conclude with the following theorem, which provides a sufficient condition
ensuring that the proposed solution X* is the unique optimal solution for (2.5) and
K* is the unique maximum density k-disjoint-clique subgraph of Ky corresponding
to W.

Theorem 4.2 Suppose that the vertex sets Cy, ..., Cy define a k-disjoint-clique sub-
graph K* of the complete graph Ky = (V, E) on N vertices and let Cyy) =
V\(Uf.‘le,-). Letri :== |Ci|foralli = 1,...,k + 1, and let ¥ = min;—;,_ri. Let
W e VN be a random symmetric matrix sampled from the planted cluster model
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according to distributions Q, Qo with means «, B satisfying (2.7). Let X* be the
feasible solution for (2.5) corresponding to Cq, ..., Ck defined by (2.6). Let u € R,
» € RN, and n € RN*N pe chosen according to (4.15), (4.16), and (4.17), and let
S be chosen according to (4.1). Suppose that the entries of ). and n are nonnegative.
Then there exists scalar ¢ > 0 such that if 18I < cyF then X* is optimal for (2.5),
and K* is the maximum density k-disjoint-clique subgraph of Ky corresponding to
W. Moreover, if

ree’ We,.c,e > rqe’ We,.c.e (4.19)

forall q,s € {1,...,k} such that q # s, then X* is the unique optimal solution of
(2.5) and K* is the unique maximum density k-disjoint-clique subgraph of K y.

Proof By construction, i, A, n,and S satisfy (4.1), (4.2), (4.3), and (4.4). Moreover,
A and n are nonnegative by assumption. Therefore, it suffices to show that S is positive
semidefinite to prove that X* is optimal for (2.5). To do so, we fix x € R" and
decompose x as X = xj + X where

[ die, ifie{l,... k)
XI(C’)_[O, ifi=k+1

for some ¢ € RF chosen such that x,(C;) is orthogonal to e foralli =1, ..., k, and
X2 (Ck+1) = X(Ck41). Here, and in the rest of the note, the notation v(A) denotes the
vector in R4! with entries equal to those of v indexed by A. Similarly, the notation
M (A, B) denotes the |A| x | B| matrix with entries equal those of M indexed by A
and B respectively. We have

xTsx =x] 5% =x[ S+ uhxo = (1= 131) Ixall = (ev7 = 131) Ixa]

since x(C;) is orthogonal to e foralli = 1, ..., k and, hence, XZT (S=S—puhxy = 0.
Therefore, if |S|| < ey7, then x’ Sx > 0 for all x € RV with equality if and only if
x; = 0. In this case, X* is optimal for (2.5). Moreover, v; is in the nullspace of S for
alli = 1,...,k by (4.4) and the fact that X* = >°%_, v;v! /r;. Since x” Sx = 0 if
and only if x, = 0, the nullspace of S is exactly equal to the span of {vy, ..., vt} and
S has rank equal to N — k.

To see that X* is the unique optimal solution for (2.5) if Assumption (4.19) holds,
suppose, on the contrary, that X is also optimal for (2.5). By (4.4), we have Tr (X S S) =
0, which holds if and only if X§ = 0. Therefore, the row and column spaces of X lie
in the nullspace of S. Since X >0and X >0, we may write X as

k k
~ _ Z Z GijVivzﬂ (420)

i=1 j=1
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for some o € leer. The fact that X satisfies Xe < e implies that

k
Oyqly + Zaqsrs <1 4.21)
s=1

s#q

forallg =, 1..., k. Moreover, since Tr (Wf() = Tr (W X*), there exists some g €
{1, ..., k} such that

k T
v, Wy,
OggVIWVg + > ogvi Wy = L1 (4.22)
I,
s=1 q
s#q
Combining (4.21) and (4.22) shows that
k k T
1 Oyl v, Wy,
0< V; WVq r— — Z% + Zaqsvg Wy, — qT
s=1 s=1

s#q s#q

k
Ogs
=D L lrgvi Wy — revi W),
.
s=1 "4
s#q

contradicting Assumption (4.19). Therefore, X* is the unique optimal solution of (2.5)
as required. O

4.3 Nonnegativity of A and 7 in the planted case

We now establish that the entries of A and n are nonnegative with probability tending
exponentially to 1 as 7 approaches oo for sufficiently small choice of € in (4.15).

We begin by deriving lower bounds on the entries of 1. To do so, we will repeatedly
apply the following theorem of Hoeffding (see [25, Theorem 1]), which provides a
bound on the tail distribution of a sum of bounded, independent random variables.

Theorem 4.3 (Hoeffding’s Inequality) Let X1, ..., X;, be independent identically
distributed (i.i.d.) variables sampled from a distribution satisfying 0 < X; < 1 for all
i=1,....m LetS=X1+4+---+ Xy. Then

(=)
Pr(S—E[S]| > 1) < 2exp( — (4.23)
m

forallt > 0.

To show that n;; > O for all i, j € V with high probability, we will use the
following lemma, which provides an upper bound on ||y?*|» and ||z?*| » for all
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q,s €{l,...,k+1}such that g # s, holding with probability tending to 1 as 7 tends
to oo.

Lemma 4.2 There exists scalar ¢ > 0 such that ||[y?* || so + 122* ||oo < ¢7~V/* for all
q,s € {1,...,k+ 1} such that g # s with probability tending exponentially to 1 as
F— oo.

Proof Fix q,s € {1, ..., k} such that g # s. Without loss of generality, we assume
that 7, < ry. The proof for the case when either ¢ or s is equal to k + 1 is analogous.
We first obtain an upper bound on ||y|lco = [[y?"*|lco- By the triangle inequality, we

have
1 IbTe|
< —\Ibillec + . (4.24)
o I rq +rg

Hence, to obtain an upper bound on ||y||~, it suffices to obtain bounds on ||by ||, and
IbTe|. We begin with ||b; || . Recall that we have

T
|b1 e|

rq—i—rs

e

1
I¥lloo = —|{b1 +

s

1 1
b; = r, ()\i - y(a"q _M)) + ()‘ae - E(ars _M)) - Z Wij = Prs

4 jeCs
(4.25)

for each i € Cy. Note that

1 1 1 1
)Lae = - (eTWcs’cse -3 s — EeTWCX,CSe) = ;(eTWCS,ch — rgit).
N s

Applying (4.23) with § = Tr (W, ¢,), t = Vs3/2

t = r3/2/2 shows that

and § = >0 2 jec,, j=i Wijs

2
s

)\Te—l(ocr— )—Ll Tw, —
CS 2 N M - 2” € CSsCSe or

N

1 arg(rg — 1)
< oo | Wec) —anl +2|1 27 3 Wiy — —————| [ = v/ (4.20)
Ts ieCy jeCs
Jj>i

with probability at least 1 — 2exp(—2rs2) — ZeXp(—rS2 /(rg — 1)) > 1 — p1, where
1= 2exp(—27?) 4+ 2exp(—7). Next, applying (4.23) with § = 2 vec, Wie and

t = rg /4 shows that

> Wie — pry| < 4.27)
LeCy
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with probability at least 1 — j» where pp := 2 exp(—2#'/?). Finally, applying (4.23)
with § = 3cc, Wi, t = ra/* and (4.26) shows that

1 1 1
A — Z—(arq - <— z Wi — rqga| + 22 eTch,cqe — ozrj
Tq rq (ecy r;

14 . 172

<rg My 4

<2r; (4.28)

with probability at least 1 — p; — p;. Combining (4.26), (4.27) and (4.28) and applying
the union bound shows that

Ibilloe < 4y /r (4.29)

with probability at least 1 — p| — 2r, p>. By a similar argument, ||b2 |0 < 4r3/ * with

probability at least 1 — p; — 2r; ps.
We next obtain an upper bound on |b1Te| and |bg e|. We have

T, _ T, 1 _ r, 1 _
bie=rs|Ace 2(arq w) | +rq|2c,e 2(Oﬂ’s )

+(Brsrg — €' We,.c,e). (4.30)

By (4.26) and the union bound, we have

< s 4.31)

T 1
Mo — 5 lers = )

< Jr (4.32)

T 1
)‘C,,e — E(otrq D)

with probability at least 1 —2 1. Moreover, applying (4.23) with § = e’ W¢ ,.C.eand
t =ry /75 shows that

" We,.c.e — Brorg| < g /rs (4.33)

with probability at least 1 — p3, where p3 := 2exp(—2F). Substituting (4.31) and
(4.33) into (4.30), we have

bl e| < 3r,/rg (4.34)

for some scalar ¢3 > 0 with probability at least 1 — 2p; — p3 by the union bound.
Similarly,

Ible| < 3r,/rq (4.35)
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with probability at least 1 — 2p; — p3. Substituting (4.29) and (4.34) in (4.24) yields
- —1/4
I¥lloo < &1rg (4.36)

for some scalar ¢; > 0, with probability at least 1 — (3p1 + 2r, p2 + p3). Similarly,
there exists scalar ¢; > 0 such that

2o < Eorg (4.37)
with probability at least 1 — (3p; + 2ryp2 + p3). Combining (4.36) and (4.37) and
applying the union bound over all ¢, s completes the proof. O

As an immediate consequence of Lemma 4.2, n is nonnegative with probability
tending exponentially to 1 for sufficiently large values of 7.

Corollary 4.1 Suppose that o and B satisfy (2.7). Then the entries of the matrix n are
nonnegative with probability tending exponentially to 1 as F approaches oo.

Proof Fixi € Cy, j € Cyforsomeq,s € {1,..., k+ 1} suchthatg # s.Recall that

) )
Nec, = (ﬂ (a _ ﬁ) L S (a ~ g) ~ ﬁ) e’ +y0ieT | et
2 rq 2 Ty

Therefore, since y > 0 by (2.7), Lemma 4.2 implies that

(I —=84.k+1) " (I = 85 k+1) "
mjz e (e )+ T (e ) = B Il — 127 e
Tq 2 Ty

1
> (z —e))/—Ef_l/4 >0,

for all sufficiently small € > 0 and sufficiently large 7 with probability tending expo-
nentially to 1 as 7 — 00, since at most one of ¢ and s is equal to k + 1. O

The following lemma provides a similar lower bound on the entries of A.

Lemma 4.3 There exist scalars ¢1, ¢ > 0 such that ; > F(¢1 — c2r ~Y/*) for all
i € V\Cyy1 with probability tending exponentially to 1 as F — o0.

Proof Fixq € {1, ..., k}andi € C,. Recall that

I 5 n
)\.l‘= Z Wij—;e ch)cqe—a.
JjeCy g

Applying (4.23) with S = 3. Wy and 1 = " yields

> Wiy zarg — 1" (4.38)
JjeCy
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with probability at least 1 — p>. Moreover, (4.32) implies that

1 1
2—eT We,.c,e < =(arg + Jrg) (4.39)
rq 2

with probability at least 1 — p. Combining (4.38) and (4.39) and applying the union
bound shows that there exist scalars c¢{, ¢co > 0 such that

1 - - -
ri = ary —r3/4 - E(arq + /1) — % > ry(c) — Cary iy

with probability at least 1 — p; — pj for sufficiently small choice of € > 0 in (4.15).
Applying the union bound over all i € V\Cj1 completes the proof. O

Note that Lemma 4.3 implies that A > 0 with probability tending exponentially
to 1 as 7 tends to oo. Therefore, u, A, n constructed according to (4.15), (4.16),
and (4.17) are dual feasible for (2.5) with probability tending exponentially to 1 as
F — oo if the left-hand side of (4.1) is positive semidefinite. The following lemma
states the uniqueness condition given by (4.19) is also satisfied with high probability
for sufficiently large 7.

Lemmad.4 If 7 > 9/(a — B)? then rSeTch,cqe > rquch,cSefor all q,s €
{1, ..., k} such that g # s with probability tending exponentially to 1 as F — o0.

Proof Fix g # s such that r;, < r;. Combining (4.26) and (4.33) shows that
rse! We, . e —rqe’ We, coe = rsra(a — B —2rg /> =1y = ror (@ — p - 377172

with probability at least 1 — p; — p3. Noting that this lower bound is positive if
7 > 9/(a — B)? and applying the union bound over all choices of ¢ and s completes
the proof. O

We have shown that p, A, n constructed according to (4.15), (4.16), and (4.17) are
dual feasible for (2.5) and the uniqueness condition (4.19) is satisfied with probability
tending exponentially to 1 as 7 — oo. In the next subsection, we derive an upper bound
on the norm of S and use this bound to obtain conditions ensuring dual feasibility of
S and, hence, optimality of X* for (2.5).

4.4 An upper bound on || S||

In this section, we derive an upper bound on || S|l, which will be used to verify that the
conditions on the partition Cy, ..., Cx4+1 imposed by (2.8) ensure that the k-disjoint-
clique subgraph of Ky composed of the cliques C1q, ..., Ci is the unique maximum
density k-disjoint-clique of Ky with respect to W and can be recovered by solving
(2.5) with probability tending exponentially to 1 as 7 — oo. In particular, we will
prove the following lemma.
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Lemma 4.5 There exist scalars p1, po > 0 such that

ISIl < p1v/'N + pa/kris1 + Brig (4.40)

with probability tending exponentially to 1 as ¥ approaches oo.

This lemma, along with Theorem 4.2, Lemma 4.3, and Corollary 4.1, establishes
Theorem 2.1. Indeed, if the right-hand side of (4.40) is bounded above by O(y7) then
Theorem 4.2, Lemma 4.3, and Corollary 4.1 imply that the k-disjoint-clique subgraph
givenby C1q, . .., Cy is the densest k-disjoint-clique subgraph corresponding to W and
can be recovered by solving (2.5).

The remainder of this section consists of a proof of Lemma 4.5. We decompose S
as S = 5'1 +S’2+S’3 whereS‘i exN i=1,...,3, are (k + 1) by (k 4+ 1) block
matrices such that

$1(Cq, Cs) = E[W] = W
(¢, —Elrc,De’, ifs=k+1

$:(Cq. Cs) = | eGhe, —Elre, D", ifg =k +1
0 otherwise

- —Beel | ifg=s=k+1

$3(Cy, Cy) = .

3(Cq. ) { 0, otherwise.
To bound the norm of each matrix in this decomposition, we will make repeated
use of the following bound on the norm of a random symmetric matrix (see [21],
[4, Theorem 1]).

Theorem 4.4 Let A € ¥" be a random symmetric matrix with i.i.d. entries sampled
from a distribution with mean p and variance o such that A; i € [0, 1] for all
i,je{l,...,n).Then||A—ueel | < 3oﬁwithprobabilityatleastl—exp(—cnl/ﬁ)
where ¢ depends only on o.

We are now ready to compute the desired bound on 1S By Theorem 4.4, there
exist p; > 0 such that ||S|| < p1+/N with probability tending exponentially to 1 as
N — oo. Morever, we have || S3|| = Bllee” | = Bris1. It remains to obtain an upper
bound on ||S> .

Note that || Sy < 2|A — E[A] ll/7x+1 by the triangle inequality. Recall that

1 1 /7 )
rc, —Elrc, 1= E (ch,cqe —arge) — E (e We,.c,e — arq) e
forallg =1, ..., k. Applying Theorem 4.4, there exists ¢ > 0 such that

T
IWe,.c,e —argel < IWe,.c, — aee” [lle] < or,

with probability tending exponentially to 1 as 7 — o0. On the other hand, (4.26)

implies that |e” We,.c,e — ar§| < 2r3/ % with probability at least 1 — pj. It follows

@ Springer



Guaranteed clustering and biclustering via semidefinite programming 451

that there exists scalar p» > 0 such that ||A¢, —E[)»cq]llz < p%/4 forallg =1,...,k
I?

with probability tending exponentially to 1 as 7 — oco. Therefore, |1 — E[A]
22:1 Irc, — E[)ch]||2 < k,o% /4 with high probability, as required. This completes
the proof of Lemma 4.5.

5 Proof of Theorem 3.1
5.1 Optimality conditions and choice of multipliers

We provide of a sketch of the proof of Theorem 3.1 here; many of the technical details
are identical to those in the proof of Theorem 2.1 and are omitted. As before, we will
establish that a proposed solution satisfies a set of sufficient conditions for optimality
for (3.5), given by the following theorem, with high probability if the input graph
satisfies the assumptions of Theorem 3.1.

Theorem 5.1 Let Z be feasible for (3.5) and suppose that there exist some 11, L2 € R,
reRY ¢ eRY, n e RNV g s € YN such that

T T
(M11+_)u§VT+e)» M21+¢:¥+e¢T)_”=S G5.0)
A (Zyye—e) =0 (5.2)
¢" (Zvy —e) =0 (5.3)
Tr(Zn) =0 5.4)
Tr (ZS) = 0. (5.5)

Then Z is optimal for (3.5).

Let (U1, V1), ..., (Ui, Vi) denote the vertex sets of the k-disjoint-biclique sub-

graph G* of the bipartite complete graph Ky y = (U, V), E) with vertex sets U and
V of size M and N respectively. Let U4+ := U\(Uf?le,-) and Viy = V\(Uﬁ-‘:1 Vi).
Let W € RM*N be a random nonnegative matrix sampled from the planted bicluster
model according to distributions 1, 2 with means «, 8. Let m; := |U;|, n; := |V;|
foralli = 1,...,k+ 1, and let m = min;—;__gm;, 7 = minj—1__xn;. Let
Ci:=U;UV;andletr; := |C;| =m; +n; foralli =1, ...,k + 1. We assume that
m; is equal to a scalar multiple 1:1.2 ofn; foralli € {1,...,k+ 1}. Thatis, m; = rl.zm
forsomet; > O0foralli =1,...,k+ 1.

As before, we establish optimality of Z* by constructing dual multipliers satisfying
the assumptions of Theorem 5.1. The matrix S and, hence, X, ¢, and n will be con-
structed in blocks indexed by the vertex sets Uy, ..., Ux+1 and Vi, ..., Vi41. Note
that the diagonal blocks of ZZ“/’U indexed by Uy, ..., Ui consist of multiples of the
all-ones matrix and the remaining blocks are equal to 0. Therefore, Ay, = 0by (5.2).
Similarly, the block structure of Z* implies that ¢y, ., = 0 by (5.3) and ne,.c, = 0
forallg =1,...,k by (5.4).

Since both S and Z* are assumed to be positive semidefinite matrices, the comple-
mentary slackness condition, Tr (Z*S) = 0, is equivalent to requiring the columns of
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Z* to reside in the nullspace of S. For each ¢ € {1, ..., k}, we choose XUq so that
Su +Cy is orthogonal to Z [*]q C, In particular, it suffices to choose A such that

0= SUq,qu + ‘L'qSUq,qu =uie+ mq)\.Uq + ()\qu)e — 'L’qWUq,qu (5.6)
forallg =1, ..., k. Rearranging (5.6) shows that Ay, is the solution to the system

(mg 1 +ee" )iy, = 1, Wy, v,e — pnie (5.7)

forall g = 1, ..., k. As before, the Sherman-Morrision-Woodbury formula yields

an explicit formula for A; for each ¢ € {1, ..., k}, applying (4.7) with A = my1,
u = v = e shows that

1 1 e’ Wy, v, e
ry, = —\ qWu,.v,e— = + ——")e]). 5.8
U, p (rq Vg Vs~ 5 (m Tty ) ) (5.8)
Similarly, choosing
1 qu,vqe 1 e’ Wy, v,e
pv, = — —L — 2+ —— e (5.9
ng 74 2 T4y

forces the rows of Sy, ¢, to be orthogonal to the columns of Za,,cq for all ¢ €
{1,...,k}. Note that E[Ay,] = (a/(274) — 1/(2mg))e for all ¢ € {1,..., k}. We
choose w1 = eym for some scalar ¢ > 0 to be defined later to ensure that A is
nonnegative in expectation. Similarly, E[¢y,] = (a7, /2 — 12/(2n,)) e for all ¢ =
1,..., k. Again, we choose up = eyn for small enough € > 0 to ensure that ¢ is
nonnegative in expectation.

We next construct the multiplier n. We set ¢, ,.¢;,, = 0 and parametrize nc,,c,
using the vectors y?* and z%° for each ¢ # s. Foreachq = 1,...,k + 1, let
w, be the vector in RC such that w,(Uy;) = e and wy(Vy) = t4e. We choose
ne,.c, = N4 4y wl +w, (27°)", where

T T
l_[q’s _ an,USee t‘anq’VA_ee
- T T
rqnvq,Usee ‘Eq‘[sﬂvq,vsee

for some scalars 7y, v, Ty, v, 7v, U, 7v,,v, > 0 to be defined later. As before, we

choose y/+* and z7+* to be solutions of the system of equations givenby Sc, ¢, Za,Cs =

0 and Sc, ¢, Za’cq = 0. By the symmetry of S and Z*, y?* = z*9 for all ¢ # s.
Forallg,s € {1,...,k + 1} such that g # s, let

S' )\quT + ekgs _WUq,Vx (5.10)
C,.Cs = y .
a -wi v, pv,e’ +epl
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andletb = b7 € R"Cs be the vector defined by be, = (S¢,.c, —ElSc,.c,]) Wy and
bc, = (SCS,CC, — E[SCS’Cq])Wq. The parameters U, Us» WU, Vs TV, U TV, Vs > 0
will be chosen so that

(ElSc,.c,] —T1%*)wy =0 and (E[Sc,.c,] —T1"7)w, =0.  (5.11)

We will establish that such a choice of I17"* exists in Lemma 5.1.

Fix g, s € {1,...,k} such that g # s. It is easy to see that the requirement that
the rows of Sc, ¢, be orthogonal to the columns of Z, .G, is satisfied if y = y?-* and
z = 29" are chosen to be be the unique solutions of the system

2mgl 4+ wow! 0
Ml T WaWg . (y) —b. (5.12)
0 2mgl + wWew, z

Applying (4.7) with A = 2mg, u = v =w, and A = 2m,, u = v = w; yields

1 w,w! 1 T
s (5 Yo, ana e s (1= 2 Y
2my 2(mg + my) 1 2my 2(my + my) :

respectively.
For g € {1,..., k}, we set Z*1:¢ = 0 and choose y = y¥*1-7 so that the rows of
Scii1,¢, are orthogonal to w,. By our choice of [T%+1.4, y must satisfy

2mgy = e(ty, _E[’\Uq])T ~Wuiiv, + pee’ w, = b*thda
g ,Bee U Vig1 e(¢Vq - E[¢Vq]) !

Therefore, we choose y¥*1-4 = (1 / (2mq))bk+1"7. We choose the remaining blocks
of 1 symmetrically. That is, we choose y7**! = 0 and set z9¥*1 = yk+1.4 for all
g=1,..., k.

To establish that S is positive semidefinite with high probability, we decompose S
asthe sum S = S; + S + 3 + S4 where

S , ifg=s=k+1

S1(Cy Cy) = | 2R = (5.13)
Sc,.c, — ElS¢,.c,], otherwise,
E[Sc,.c,] — 195, ifq #s

$2(Cy, Cs) = E[S’cq,cq], ifg=s,qge{l,... k}, (5.14)
0, otherwise,

S3(Cq, Cy) == {y? w! +w,(z?)T, forallg,s e{l,... . k+1} (5.15)

and

_(ml 0
Sy 1= ( 0 le). (5.16)
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We conclude with the following theorem, which provides a sufficient condition for
optimality and uniqueness of the proposed solution Z* for (3.5).

Theorem 5.2 Let Z* be the feasible solution for (3.5) corresponding to G* defined
by (3.6). Then there exist scalars &1, & > 0 such that if

IS11 + &1 (k1 N2 < &2y (5.17)

then Z* is the unique optimal solution of (3.5) and G* is the unique densest k-disjoint-
biclique subgraph of Ky N with probability tending exponentially to 1 as n — .

The remainder of this section consists of a proof of Theorem 5.2. We first establish
that Z* is optimal for (3.5) and G* is the unique densest k-disjoint-biclique subgraph
of Ky, y with probability tending exponentially to 1 as 7 — oo if (5.17) is satisfied.
By construction, i, X, ¢, n and S satisfy (5.1), (5.2), (5.3), (5.4), and (5.5). Moreover,
a series of arguments similar to those in Sect. 4.3 establish that A, ¢, and n are non-
negative with probability tending exponentially to 1 as 7 — oo. Therefore, it suffices
to show that S is positive semidefinite with probability tending exponentially to 1
as n — oo if (5.17) is satisfied. To do so, we will establish that xI' Sx > 0 for all
x € RM*+N in this case.

Fix x € RM*V. We decompose x as x = > r_, ¢;x; + X for some ¢1, ..., ¢,
where x; (C;) = w; and all remaining entries of x; are equal to 0, and X is orthogonal
to the span of {xi, ..., xx}. Note that span {xy, ..., Xx} € Null S since x; is a scalar
multiple of a column of Z* foralli = 1, ..., k. It follows that

4
xI'Sx =x'sx = ZiTS,-i. (5.18)
i=1
Note that X7 $3% = 0 since x(Cy) is orthogonal to w, for all g = 1,...,k and

x7S4x > min{u1, w2} |IX||> = ey min{sm, 2}||X||>. by our choice of /1 and p,. The
following lemma provides a similar lower bound on X’ §,X.

Lemma 5.1 Suppose that o, B, 11, ..., Tky1 satisfy (3.7) and (3.8). Then, for all
q.s €{1,..., k+1}suchthatq # s, there exist scalars wy, v, U, .V, TV, Uy TV, V,
> 0 and ¢ > 0, depending only on «,p,11,..., Thy1 such that X' $Hx >

—&|IX|12/nk1 N and (5.11) is satisfied.

Proof Fix q,s € {l,...,k} such that ¢ # s. Let 7| := U, Us» T2 1= 7Y, Vs
73 1= 7y, u,, and 74 := 7y, y,. Then the system of equations defined by (5.11) is
equivalent to

1100\ /m A — B/t
001 1||{m] | ¢—1uB
101 O||lm ]| |x2=8/u| (5.19)
0101 4 q}—rq,B
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where

- o1 1 1 1 1
A=—{—*+—)—-—=|—+—),
2\7y T 2 \mg  my

5. _e (Ll 1
¢ = Z(Tq‘i‘fs) ) (nq +I’ls)' (5.20)

The system (5.19) is singular with solutions of the form

T =M ¢ + 14, W= ¢ — — — T4,
‘Kq‘fs Tqrs Ts
3 = ¢ - E — 4. (5.21)
T Tg

We next show that there exists some choice of 74 > 0, independent of 7, such that the
desired bound on X7 S>x holds and 7, 775, 773 are bounded below by a positive scalar
whenever (3.7) and (3.8) are satisfied.

Suppose thata, 8, 11, . . ., Tr+1 satisfy (3.7) and (3.8). Let g := (p1¢_> —mB)/tyTs
for some p1, p» > 0 to be chosen later. For 4 to be strictly positive, we need p2 8 <
p16. Substituting our choice of 4 into the formulas for 775 and 3 given by (5.21) and
rearranging shows that p; and p, must satisfy

p2B > Bmax{ry, 75} + (o1 — D (5.22)

for 5, 3 to be positive. When (3.8) is satisfied

_ o
¢ — Bmax({t,, 7y} > E(Tq + 1) — Bmax{ty, &y} —€y >0

for sufficiently small € > 0 in our choice of 11 and w,. Therefore, we choose p; such
that

P2 = :01(13 — k(B max{ty, 75} — ¢}

for some k € (0, 1). Then 4 = K(¢_5 — B max{t,, 75}) is bounded below by a positive
scalar, depending only on «, B, 7,, and 74 by our choice of u,. Since our choice of
p1, p2 satisfies (5.22), mp, 3 are also bounded below by a positive scalar. Finally,
since 14 is at least a positive scalar, we can always take € > 0 small enough that | is
also bounded below by a positive scalar depending only on «, B, 7, and 7. The case
when g € {1,...,k}and s = k + 1 follows by an identical argument.

It remains to show that this particular choice of IT yields the desired lower bound
on X! $>x. Let u, = X(U,) and v, := X(V,) denote the entries of X indexed by
U, and V, respectively, forall g = 1,...,k+ 1. Forallg = 1,...,k, we have
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uge = —rqvge since X is orthogonal to span {xi, ..., X;}. Fix s € {1, ..., k}. By our
choice of nf“’s, n§+l’s, n§+l’s, and nff“’s we have

1 (x + ee!  —(,) + B)ee”
82(Crs1. C5) = $2(Cy, Cry)' = —( (irs + /%) Feitrs +5) )

2 _(&k-i-l,s/‘cs + ,B)eeT (4_5k+1,s + Tsﬂ)eeT

_ 1( (Akt1,5 + B/T5)e )(eT —,el).
2\~ (Br+1,5/7s + Ble

It follows that

k
Z)_((Ck+1)TSQ(Ck+1, Cs)x(Cy)

s=1
1< B &
> == > max {3+ 2 2+ B IRl (sl + zlvsll)
2s:1 Ty Ty
>= —CIX(Cr-D 11 (Xl = [1X(Crs-1) 1)

where Tyin = min;—1, .k 7;, Tmax := Max;=y, .k Ti, and

,,,,,

1 , 1
o= — (g + ,3) ma.'x{fmax } )
2\2 min{Tmin, 1}
The optimization problem

. 2 2 2
max {Iwilliwally = llwill” + IwalI* = w*}
wi R , wyeRE2

has optimal solution wi = (¥//201)e, w; = (¥/4/2(>)e, with optimal value
W2,/010,/2. Taking wi := X(Cx11) and wp = (X(C1);...;X(Cy)) and ¥ = [X],
shows that

%*

1R 1 (1K1 — 1R(Cer) 1) < %\/rkﬂ(zv .

and, consequently,

k Alwl12
- - clix|l
2 X(Cis)" $2(Chpr, COX(Cy) = == /nsaN. (5.23)
s=1
Similarly,
X(Cp)T $2(Cy. CPX(Cy) = (Ve)? (4rqa - #) (5.24)
q
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forallg =1, ..., k. Finally, for g, s € {1, ..., k} such that ¢ # s, we have

X(Cy)" $2(Cy. CHX(Cy)
= (Vge)(vsTe) (tqts)_ﬂ’s + Bty + 1) + Pt — tth(nf — rrg - n3 't rr ))
(5.25)
=4(v, e)(v] e)(¢p7* — y17]™). (5.26)

Here (5.26) is obtained by substituting (5.21), into (5.25). Let v, = vqTe for all
q =1, ..., k. Combining (5.23), (5.24) and (5.26) shows that

x! $,%
L “1+ 2
> —é||)_(||2,/rk+]N + Zl_]‘? (TqO[ — n—)
q=1 1

k k

20 D7 4 ((1 = )T + kBTys)

g=1s=q+1

k k
> —CIRIPr N +8 " > [y i)

q=1s=q+1

M1+ 12 - -
X (afmin T (1 —w)p?* — K:B‘Cqs) )

where 7, := max{rty, 7y}, since Z Y q > Zq;ﬁs |Ug Vs |. If aTmin > PBr; for all

i =1,...,kthen, foralle > 0 sufﬁmently small and « sufficiently close to 1, we
have

BLER (11— 103 = max(zy. )

> aTmin — B max{zy, t;} — (1 — k) (o — B) max{z,, 74}
ey (m

——(=+1)>0
L(G+1)=

for all ¢ # s. It follows immediately that X7 $,X > —¢&||X||>/7t 11 N. o

A Tmin —

Substituting the respective bounds on X7 S;X into (5.18) shows that

R75% = (min{ur, ua) = /N = I1Su) 1% (5.27)

Since i, up are both scalar multiples of 72, where the scalar depends only on
o, B, 11, ..., Tkt1, there exists scalar £ > 0, also depending only «, 8, 71, ..., Tk+1,
such that the right-hand side of (5.27) is nonnegative if ||Si| + ¢o/rir1N
<é&yh.
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It remains to show that Z* is the unique optimal solution with high probability
if (5.17) holds. An argument similar to that in the proof of Theorem 4.2 show that
Z* is the unique optimal solution of (3.5) if nse’ Wu,.v,e > nqu Wy, vse for all
q,s € {1, ..., k}. Moreover, an argument identical to that of the proof of Lemma 4.4,
establishes that this uniqueness condition holds with high probability for sufficiently
large 71. This completes the proof.

5.2 Positive semidefiniteness of S

It remains to show that S, as defined by (5.1), satisfies (5.17) to prove that Z* is the
unique optimal solution of (3.5). In particular, we will derive the following upper
bound on the spectral norm of Sj.

Lemma 5.2 There exist scalars ¢y, co > 0 such that
ISt < c1VEN + c2v/N + Brisinis (5.28)

with probability tending exponentially to 1 as i approaches <.
B To establish Lemma 5.2, we decompose S; as §; = 5’1 + 5‘2 + 5’3 + 5‘4, where
S; € SMHN i —1,..., 4, are defined as follows. We take

51Uy, Us) = (A, — Elhg,De” + ey, — E[rg, D7,

S1(V4. Vy) = ($v, — Elgv,De” +e(¢y, — Elgy, D).

forallg,s € {1, ...,k + 1} and set all remaining entries of 3‘1 to be 0. Next, let
- ﬂeeT—Rq'q, ifg=s, qef{l,..., k}
SZ(qu VS) = T .
Bee! — WUq,VS, otherwise,

where R79 is a m; x n, random matrix with independent identically distributed
(i.i.d.) entries sampled according to €27, the distribution of the off-diagonal blocks of
W. We choose Sz(Vq, Us) = S2(U5, Vy )T and set all other entries of S2 equal to 0.
Next, we set S3(Uq, Vy) = aeel — Wu,.v, and S3(Vq, Uy = Sg(Uq, Vq)T for all
g =1, ..., k,and set all remaining entries of S3 equal to 0. Finally, S is the correction
matrix for the diagonal blocks of Sz. That is, we take S4(Uq, Vy) = RT9 — ,Bee s
and S4(V,, Uy) = Sa(Uy, V)T, forall ¢ = 1,..., k, we take Sy(Ug+1, Vit1) =
S‘4(Vk+1, Uk+1)T = —ﬂeeT, and all remaining entries of §4 are 0. To obtain the
desired bound on ||S; ||, we bound each of ||S1 ||, ||S2l, 1S3]], and || S| individually.
To do so, we will repeatedly invoke the following bound on the norm of a random
rectangular matrix (see Geman [22] and [4, Theorem 2]).

Theorem 5.3 Let A be a [yn] X n random matrix with independent identically dis-
tributed (i.i.d.) entries sampled from a distribution with mean 1 and variance o such
that Ajj € 10, 1] foralli € {1, ..., [ynl}, j € {1,...,n}forfixedy € R. Thenthere
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exist ¢1, ¢2, ¢3, c4 > 0 depending only on o and y such that |A — peel | < c4o/n
with probability at least 1 — c1 exp(—cn®?).

Applying Theorem 5.3 shows that 18211 = 11S2(U, V)| < é~/N for some scalar
¢, with probability tending exponentially to 1 as 7= — oo by the block structure
of $>. A similar argument shows that there exists scalar ¢3 > 0 such that 1S3] <
C3maxg=1,. k /g < &+/N with probability tending exponentially to 1 as 7 — oo.
Next,

[|S4]l = max [54 max \/ng. ﬂ\/mk-i-lnk-i-l] < G4V N + Brit1ni+1
g=1,...,

for some scalar ¢4 > 0 with probability tending exponentially to 1 as 7 — oo, again
by Theorem 5.3. Finally, a calculation similar to the derivation of the bound on || Sol
in the proof of Lemma 4.5 shows that 1811l = O(VkN) with probability tending
exponentially to 1 as 71 — oo. Applying the triangle inequality and the union bound
completes the proof.

6 Numerical experiments

In this section, we empirically verify the performance of our heuristics for a variety of
program inputs. Specifically, we randomly generate symmetric matrices W according
to the planted cluster model, for a number of distributions on the entries of W and
partitions {Cy, ..., Cx41} of the rows and columns of W, and compare the optimal
solution of (2.5) to that corresponding to the planted partition. Similarly, we also
compare the optimal solution of (3.5) to the matrix representation of the planted
partition for W sampled from the planted bicluster model.

In each experiment, we solve either (2.5) or (3.5) using the Alternating Direction
Method of Multipliers (ADMM). A comprehensive description of ADMM and similar
algorithms is well beyond the scope of this manuscript; we direct the reader to the
recent survey [9] for more details. To solve (2.5), we represent the feasible region
as the intersection of two sets and apply ADMM to solve the resulting equivalent
formulation. In particular, let 8 := {X € ¥V : Xe < e, X > 0}, and Q :=
{X € 2¥ : Tr(X) = k, X € X} Then we may rewrite (2.5) as max{Tr (WY) :
X—-Y =0, X € E, Y e Q}. We solve this problem iteratively as follows. In
each iteration, we approximately minimize the augmented Lagrangian Lg(X, Y, U) =
TT(WY)-Tr (UX-Y))+ §||X — Y||% with respect to Y and X successively, and
then update the dual multiplier U as U = U — B(X — Y).! Here || - || denotes the
Frobenius norm on X" defined by || X ||fF = Tr (X?). As we will see, the resulting
subproblems are convex and can be solved efficiently; therefore, this algorithm will
converge to the optimal solution of (2.5) (see [17, Theorem 8§]).

1 The penalty parameter f = min{max{5n/k, 80}, 500}/2 was chosen via simulation, and seems to work
well for most problem instances.
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Let (X*, YX, U*) be the current iterate after k iterations. To update in the ¥ direction,
we minimize Lg with respect to Y. That is, ¥ k+1 is a minimizer of the subproblem

1 W 4+ Uk
min~ |y — (xk - 29
YeQ?2 B

2
6.1)

F

Let X — (W + U*)/B have eigenvalue decomposition VDiag (v€)V T . Then, by the
fact that both the Frobenius norm and the set €2 are invariant under unitary similarity
transformations, we have Y¥+1 = VDiag (y*)VT, where y* is the optimal solution
of min{|ly — v¥||? : ely = k, y > 0}, by [29, Proposition 2.6]. This latter sub-
problem admits an analytic solution, which can be computed efficiently; see Berg and
Friedlander [45].

Next, we take X¥1 to be the optimal solution of

1 . Uk
min = | X — (Y 4+ —
Xeg 2 B

Unfortunately, this subproblem does not admit a closed-form solution. Instead, we
approximately solve (6.2) by applying the spectral projected gradient method of Birgin
et al. [8] to the dual of (6.2). Taking the dual of (6.2) shows that

Xkl — [(Yk+1 + U_k) — M}
B >

2
6.2)

F

where z* is the optimal solution of the dual problem

2
minl Yk+1+U_k _zeT+ezT
7z>0 2 B 2 +l g

2

;o (6.3)
F

1

Uk
1 aTe— 5 Hyk-H L

B

Here, the operator []; : ¥ — Y NR{*" maps each Z € TV to the matrix
with (i, j)th entry equal to [[Z]];; = max{0, Z;;} for all i, j € V. Moreover, the
objective function of the dual problem (6.3) is both differentiable and coercive in z,
and, therefore, the dual can be solved efficiently [8]. The algorithm is stopped when
the relative duality gap |v1(,k) - v;k) |/ max{|v;,k), 1} and primal constraint violation are
smaller than a desired error tolerance.

We solve (3.5) in a similar manner. In particular, we apply ADMM to minimize
the augmented Lagrangian of the convex program max{Tr (WY) : X —Y =0, X €
Ep, Y € Qp}, where Ep = {X € VY : Xy pe <e, Xyye<e, X >0}and
Qp = {Y € BYYY : Tr(Y) = 2k}. It is important to note that Qg is a relaxation
of the set {Y € =VYV . Tr(Yyy) = k, Tr(Yyy) = k} and, therefore, we are
actually applying ADMM to solve a relaxation of (3.5). Here, the penalty parameter
B = min {max {5n/k, 80}, 500} is used in the augmented Lagrangian. As before, the
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subproblem to update ¥ admits a closed-form solution using simplex projection, and
we update X by applying the spectral projected gradient method to the dual subproblem

2 2
U* 1 Uk
min |:<Yk+l + _) _ A:| +)\Te+¢Te_ - ” kbl 2 ,
720.$=0 B i 2 B lr
where
A (%(keT +erl) 0 )
: 0 1(gpe” +epT) )

Again, we stop the algorithm when both the relative duality gap and primal constraint
violation are within a desired error tolerance.

For N = 200 and N = 500 and a variety of choices of 7 € {I1,..., N}, the
following procedure was repeated 10 times. We first partition the indices {1, ..., N}
intok = |_N/fJ subsets {C1, Ca, ..., Ci} of size at least 7. We then generate a random
symmetric matrix W € X" according to the planted cluster model with respect to
{C1,Ca, ..., Ci} and one of two sets of probability distributions. In the first, W;; is
a Bernoulli random variable with probability of success 0.75 if i, j both belong to
C¢ for some £ € {1,2,...,k} and is a Bernoulli random variable with probability
of success p otherwise, for some fixed probability p. In the second, each W;; is
Gaussian with 4 = «, 0 = 0.25 for some « € [0.25, 1] if i and j belong to the
same block, and (i, 0’2) = (0.25, 0.25) otherwise. For each choice of p and «, the
ADMM procedure described above is called to approximately solve (2.5). In each
experiment, the algorithm is terminated if the stopping criteria is achieved with error
tolerance € = 10~ or after 500 iterations, and the subproblem (6.2) is solved to

Probability of adding noise edge (p)
Probability of adding noise edge (p)

S 25 50 75 100 10 50 100 150 200 250

Size of smallest planted clique (r) Size of smallest planted clique (r)
(@) N =200 (b) N = 500

Fig. 1 Number of recoveries for N-node graph with k planted cliques of size at least 7 and W generated
according to the distributions 21 = Bern(0.75), Q2 = Bern(p). Brighter colours indicate a higher rate
of recovery
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Mean of cluster entries ()
Mean of cluster entries ()

5 25 50 75 100 10 S0 100 150 200 250
Size of smallest planted clique (r) Size of the smallest planted clique (r)
(@)N =200 (b) N = 500

Fig. 2 Number of recoveries for N-node graph with k planted cliques of size at least 7 and W generated
according to the distributions 2] = N («, 0.25), Q2> = N(0.25, 0.25)

0.25

015

Mean of cluster entries (o)

Probability of adding noise edge (p)

0.05
4 20 40 60 80 100 4 20 40 60 80 100
Size of smallest biclique (n) Size of smallest biclique (n)
(2)Q, = Bern(0.75), Q2 = Bern(p) (b) 4 = N(a,0.25), 2 = N(0.25,0.25)

Fig. 3 Number of recoveries for (250, 200)-node bipartite graph with k planted bicliques of size at least
(1.25n, 1) and W generated according to the distributions 1 and )

within error tolerance € /10 during each iteration. Let X* denote the optimal solution
for (2.5) returned by the ADMM algorithm. We declare the block structure of W to
be successfully recovered if | X* — X()||12;/||X0||% < 1073, where Xj is the proposed
solution constructed according to (2.6).

Figures 1 and 2 display the average number of successes for each choice of 7 for W
sampled from the planted cluster model according to the Bernoulli and Gaussian dis-
tributions, respectively. The empirical performance of our heuristic appears to match
that predicted by Theorem 2.1. For each choice of p or «, there is a sharp phase transi-
tion between zero and perfect recovery as 7 increases past some threshhold. It should
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be noted that the recovery guarantees given by Theorem 2.1 appear to be conserva-
tive compared to those observed empirically; we have perfect recovery for values of 7
smaller than the left-hand side of (2.8) for many trials. Moreover, W generated accord-
ing to the Gaussian model do not necessarily satisfy the assumption 0 < W;; <1 for
i,jefl,...,N}.

We repeated the experiment for bipartite graphs drawn from the planted bicluster
model. For (M, N) = (250, 200), and various minimum bicluster sizes (i1, i1), we
randomly sample weight matrices W from the planted bicluster model according to
some partition of {1,..., M} x {1,..., N} into k = LN/ﬁJ bicliques with left and
right vertex sets of size at least 7 and 7 respectively. For each W, we solve (3.5) using
the ADMM algorithm described above and declare the block structure to be recovered
if the returned optimal solution Z* satisfies || Z* — Zol|% /|| Zo||3: < 1073, where Zj is
the proposed solution constructed according to (3.6). We plot the number of successful
recoveries for each (771, 71) and generating distribution in Fig. 3. As before, the empirical
behaviour of our heuristic reflects that predicted by Theorem 3.1, although there is
some evidence that this theoretical recovery guarantee may be overly pessimistic.
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